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Excellence and Trust in Artificial Intelligence 

The EU’s approach to Artificial Intelligence (AI), based on trust and 
excellence, will give citizens the confidence to embrace these technologies 

while encouraging businesses to develop them.     

Better healthcare, safer 
and cleaner transport and 
improved public services.

CITIZENS BUSINESSES
Innovative products and 

services, for example in energy, 
security, healthcare; higher 

productivity and more efficient 
manufacturing.  
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Cheaper and more 
sustainable services such 
as trasnport, energy and 

waste management.    

What is a high-risk AI application?
When it concerns a critical use in a critical sector

For example: medical equipment, automated driving, decisions on social security payments;
Some uses are critical in all sectors, for example use of AI in recruitment processes.   

How to enforce trusthworthy AI in practise?  
High-risk AI will be subject to strict rules (compliance tests, controls, sanctions);
Other AI applications can use voluntary labelling.  

healthcare

police

transport

legal system

CRITICAL SECTORS CRITICAL USE

legal effects

risks of death

damage or injury



Welcome to The Faculty of ICT 2020 
Publication, which complements this 
year’s theme of nurturing a commu-
nity of digital leaders. And who bet-
ter to represent these digital leaders 

than those researchers currently reading for a Master’s 
degree or for a PhD? After all, there is no one better to in-
spire the next generation of students; who will be paving 
the way for how we will live tomorrow. 

Yet, whether you are a student, a player in industry, 
or a government representative, there’s a lot for you to 
discover in this publication. Among the research projects 
you can read about here are those related to archaeology, 
healthcare, the internet of things (IoT), pervasive comput-
ing, FinTech, air quality, mapmaking, and aviation.

These studies are but a drop in the ocean when com-
pared to all the on-going research currently taking place 
within the Faculty here at the University of Malta. Sadly, 
we couldn’t shine a light on each and every one of them, 
but these articles, fashioned from interviews done direct-
ly with the researchers themselves, should help you get a 
good idea of the scope of ICT and just how varied research 
in this area can be.

The researchers mentioned in this publication, mean-
while, will be joined by others in the years to come. In-
deed, today’s undergraduate students are among the 
many contributing to the Faculty’s success, which is why 
we have included around 65 abstracts of undergraduate 
projects submitted this year. Among the many areas that 
will be worked on are those on Networks & Telecommu-
nications, IoT, Audio, Speech and Language Technology, 

Software Engineering & Web Applications, Data Science, 
Blockchain & Fintech, Digital Health, Deep Learning, and 
Testing and Verification.	

Before you start reading, however, it must be said 
that it’s quite a feat that we have managed to put such 
a publication together in a year like this one. The current 
pandemic has threatened to spell the end of numerous 
research projects, but with determination, the Faculty 
adjusted its curriculum, moved its lessons online, gave 
students the opportunity to work in digital labs from the 
safety of their own homes, and extended deadlines where 
needed.

Life — although different than it was just seven 
months ago — must continue, and so does research to 
ensure we live in a better world in the years to come. 
Indeed, the ultimate aim of this publication is to show-
case just how important ICT is to the modern world and 
how the research conducted through it forms part of the 
building blocks of tomorrow’s societies. And, while all re-
search in ICT revolves around the concepts of artificial 
intelligence, IoT, and emerging technologies, among oth-
ers, it’s also important to keep in mind that, at its core, 
ICT is about human beings looking to solve problems, find 
solutions, and lead better lives.

With that, we will leave you to go through the articles 
we have put together for you. Enjoy reading the stories 
and marveling at the research, but also remember that it 
could be you we feature in our future editions. After all, all 
these researchers were once prospective students, too. 
 
Happy reading!
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The Faculty of ICT 2020 
Publication also marks 
the start of another 
academic year here at 
the Faculty of Informa-

tion & Communications Technology 
(ICT) within the University of Mal-
ta. Yet, as a new wave of students 
joins those returning to the degree 
courses we offer, things are slightly 
different. With COVID-19 still mak-
ing the rounds, students’ time on 
campus has been reduced, but our 
determination to teach the next 
generation hasn’t.

Although we are a young faculty — 
formed just 13 years ago in 2007 — I 
am proud of how responsive we have 
been to the new reality, and of how 
my staff has met this challenge head 
on, both by migrating all lectures on-
line, as well as by making virtual labs 
available to students. Then again, all 
this forms part of how important ICT 
can be, and is, to everyday life.

As time progresses, more and 
more people are coming to realise 
the value digital economy and digi-
tal software can bring to their lives, 
particularly during this pandemic, 
which has accelerated the rise of the 
digital citizen. But the digital world 
requires skilled and knowledgeable 
professionals that are quick on their 
feet in a fast-changing world. Making 
sure we prepare today’s students to 
be the professionals our society will 
need tomorrow is our biggest task, 
but it’s one we are proud to execute.

Across our five departments 
– namely those of Artificial Intelli-

gence, Communications & Computer 
Engineering, Computer Information 
Systems, Computer Science, and 
Microelectronics & Nanoelectron-
ics – our students and lecturers are 
slowly but surely helping the world 
progress. This can be seen in this 
publication, which shows how many 
students at Master’s and Doctor-
al levels are working on incredible 
projects together with other Fac-
ulties, foreign universities, as well 
as other entities and private busi-
nesses, both locally and abroad. 
Meanwhile, a group of Bachelor’s 
students is well on its way to joining 
them.

Indeed, part of what has made 
the Faculty of ICT successful is 
our constant commitment to re-
search, and the fields of study in-
clude Health, Archaeology, Aviation 

and Accessibility, amongst many 
others. This, on top of helping the 
Faculty thrive, also gives our stu-
dents incredible experiences locally 
and at an EU level. Suffice to men-
tion our Faculty collaborates closely 
with CERN, the European Organiza-
tion for Nuclear Research, and has 
also worked with Dassault Aviation, 
which gave our students the hon-
our of being amongst the first in 
the world to model radio propaga-
tion of 3G and Wi-Fi signals on air-
craft. These experiences shape their 
studies and are testament to the 
fact that opportunities are available 
to those who want them.

Moreover, our work also involves 
working with policymakers for any-
thing related to ICT in Malta. It’s a 
great responsibility that has a direct 
impact on people’s lives, but it also 
shows how important and respect-
ed the work and research done by 
our academics and students is.

With that, I will leave you to 
pore over this new issue. But I must 
make one concluding remark: all 
that is mentioned above makes us 
hopeful for the future and we look 
forward to sharing these experi-
ences with more students and the 
general public — after all, the point 
of ICT has always been to support 
humanity and to develop solutions 
that help it advance.

Dr Ing Carl James Debono
Dean of the Faculty of ICT 

A word from 
the Dean

“As time 
progresses, more 
and more people 
are coming to 
realise the value 
digital economy 
and digital 
software can bring 
to their lives”
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 recruitment@rs2.com                     +356 2134 5857 I

See our latest job ooers at  

Become part of RS2 and work in an international team 
to forge cutting-edge technologies and payment solutions.

We ooer you exciting opportunities to accelerate your 
personal and professional growth in a global company. 

Are you ready for your next adventure in FinTech? 

Kickstart Your Career



A career in STEM positions you at the fore-front of the next ground-breaking technol-
ogy. Working with leading-edge technology fields will give you the freedom and flexi-
bility in your job to clear a path for new ideas and innovation.

By choosing to pursue a major in a STEM field, you can expect plenty of job availabili-
ty, a high salary, flexibility, job satisfaction and the opportunity to make an important 
impact on society.

STEM education creates critical thinkers and enables the next generation of innova-
tors. Exploring this field can result in a successful and fulfilling career—and life.

STEM graduates are in extremely high demand, meaning you are unlikely to experi-
ence a shortage of available jobs following graduation.

The fact that STEM salaries continue to rise is a testament to the demand for talented 
STEM workers. Not only will you earn an impressive salary, but you’re also likely to 
have less difficulty finding employment.

If you want a career that is high-paying, fast-growing, and satisfying, a STEM major is 
a very solid choice.

CAREER ON 
THE CUTTING EDGE

Industry Growth

Post-Graduation Job Security

There is no doubt that students studying STEM have more opportunities to play the 
field when looking for jobs. The world is your oyster when you have a STEM degree. 
STEM employers also have a history of providing employees with perks and 
competitive pay in return for expertise.

There are 3% of 
all the workers 
in the EU
employed in 
the sector 
of advanced 
technology

In Malta, 
this sector 

has also seen 
the quickest 

rate of growth
among all EU 

member states 
at almost 4% 

per annum
Source: Eurostat 
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STEM workers are on 
the cutting edge of 
innovation in fields like 
computer technology, 
artificial intelligence, 
medicine, engineering, 
design, robotics and more.
Dana Farrugia, CEO - Tech.mt

You will learn a range of transferable skills that can be used in just about any occupa-
tion or industry. You will also boast high-level communication, interpersonal, critical 
thinking, problem-solving and adaptability skills — attributes that are increasingly 
important to employers in today’s competitive job market. These are known as the 
new soft skills!

Learn Transferable Skills

While some degrees limit students to only a few jobs, specialising in STEM majors typ-
ically have much more flexibility, because your skills are cross-marketable.

These skills are in demand for a wide variety of jobs. It is much easier for STEM majors 
to switch careers if needed or desired. 

STEM education will also provide you with the necessary skills that will enable you to 
work remotely for a company, become a freelancer or work solely on your own pro-
jects.

Flexibility

STEM workers are on the cutting edge of innovation in fields like computer technolo-
gy, artificial intelligence, medicine, engineering, design, robotics and more.

The ability to discover, innovate, and ultimately impact society is one reason that 
STEM majors report such high levels of job satisfaction.

You can feed your curiosity

@Tech.mtMalta @TechmtMaltaTech.mt tech.mtMaltaTechmt.Contact@tech.mthttps://tech.mt/
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We can help your  
business to go anywhere.

www.ptl.com.mt 

We partner with:

Technical Solutions / Software Engineering / Consulting / InfoSec
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Blockchain & Fintech

Data Science

Testing & Verification

Blockchain-based traceability of the wine supply chain 28

Credit card fraud detection with oversampling 29

Using Business Intelligence and machine learning on ERP data to improve business 
performance 30

Identifying bottlenecks in operational workflows at the Accident & Emergency 
Department at Mater Dei Hospital 53

Detecting comparatives in images 54

Reducing risk in road network traversal using past road accident data 55

Voynich - Hoax? 56

3D Facial Reconstruction from 2D Portrait Imagery 57

Analysing News Portal Comments 58

Fast Approximation of Euclidean TSP 59

Analysis of Aviation Safety and Aviation Accidents 60

Remedi: A Medical Information Extraction System 61

Environmental Event Discovery through time series anomalies 62

Automatic crime information gathering and data analytics from online news reports 63

Movie recommendations using machine learning algorithms 64

Using unsupervised and supervised machine learning to discover discrepancies 
between the two counter-circulating beams of the Large Hadron Collider 65

Meltdown and Spectre Vulnerabilities, and Performance Issues of Related Patches 31

Investigating MR interface patterns for just-in-time QA information 32

Demand prediction for shared mobility services using time series modelling 33

Rethinking the bug-tracking paradigm 34

Investigating the use of genetic algorithms in automated test-case generation 35

A framework for instrument panel layout construction 36

Achieving Consensus in Elixir using Raft 37

Indexing of high-dimensional data in DBMS 38

Formal Model Extraction from Informal Descriptions 39

Automated Face Reduction 40

Virtual Interfaces - Responsive and Adaptive (VI-RA) 41

Age Estimation using Deep Learning 42

Workplace Assistant Augmented Reality 43

A Study on the Effect of Target Object Size in Object Detector 44

A data-analytic and machine learning approach to diabetes monitoring 45

“To trust a LIAR”: Does Machine Learning really classify fine-grained, fake news 
statements? 46

Optimising station-stocking in bicycle-sharing systems 47

A Citizen Approach for the Collection of Data to Train Deep Learning Models 48

Automated Gait Analysis 49

Teaching AI through Augmented Reality 50

GAImE – Investigating Game AI for Enhanced User Experience 51

Named-entity recognition for Maltese: A scenario for a low-resource language 52C
on

te
nt

s Deep Learning
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Internet of Things

Audio, Speech & Language Technology

Digital Health

Network & Telecommunications

Software Engineering & Web Applications

Implementation of Synchronised Multi Camera Video Capture on an Embedded System 77

Development of an FPGA Based ECU for a Petrol Engine 78

An IoT-Based Forest Fire Detection System 79

Developing an educational game for children with speech sound disorder 80

Learning Models using Similarity Based and One vs Previous Paradigms 81

Implementation of an electric guitar pedal on an FPGA 82

Sign Language Sensorial Glove 83

Classification of Deceptive Traits from Audio-Visual Data 84

Automated Report Generation from Football Match Commentary 85

Transmission of MPEG-DASH over LTE 92

Transmission of 360 Degree Video over LTE 93

Interfacing Sensors and Approximating their Position 94

Simulation of Radio Wave Propagation in the CERN Particle Accelerator Complex 95

A Machine Learning Approach to Predict Epileptic Seizures from EEG Data 86

Design and implementation to help reduce nutrient misconsumption 87

A study on the effectiveness, robustness and safety of smart wheelchairs in well-defined spaces 88

Detection and classification of brain haemorrhage 89

Enhancing an existing patient dashboard with the use of internet of things 90

Data Visualisation using BI for Digital Health 91

Computational Mobility in JavaScript 66

Memory Forensics of Qakbot 67

The Textures Shading Cache - An Approach to Asynchronous Interactive Illumination 68

A Mobile Application Providing a Mediterranean Diet Based on Physical Attributes and Weight Goal 69

Synthesis and Editing of Realistic Urban Road Networks 70

Voting Machine for People with Disabilities 71

Teaching children with disabilities core literacy skills more effectively using a tablet-based context-driven 
web application 72

Automated requirements engineering systems 73

GPU Implementation of Arithmetic for Very Large Integers 74

Investigating real-time remote activity-scheduling to facilitate learning for children within the autism 
spectrum 75

The use of tablet application to develop the social interaction skills of children with intellectual disabilities 76

 L-Università ta’ Malta | 13 



DEPARTMENT OF COMMUNICATIONS & COMPUTER ENGINEERING

PROFESSOR
Professor Inġ. Carl J. Debono, B.Eng.(Hons.), Ph.D.(Pavia), M.I.E.E.E., M.I.E.E.
(Dean of Faculty)
 
ASSOCIATE PROFESSORS
Professor Johann A. Briffa, B.Eng. (Hons)(Melit.), M.Phil.(Melit.), Ph.D.(Oakland), (Head of Department)
Professor Inġ. Victor Buttigieg, B.Elec.Eng.(Hons.), M.Sc. (Manc.), Ph.D.(Manc.), M.I.E.E.E.
Professor Inġ. Adrian Muscat, B.Eng. (Hons.), M.Sc. (Brad.), Ph.D.(Lond.), M.I.E.E.E.
Professor Inġ. Saviour Zammit, B.Elec.Eng.(Hons.), M.Sc. (Aston), Ph.D.(Aston), M.I.E.E.E.
(Pro-Rector for Research and Innovation)
 
SENIOR LECTURERS
Dr Inġ. Reuben A. Farrugia, B.Eng.(Hons.), Ph.D., M.I.E.E.E.
Dr Inġ. Trevor Spiteri, B.Eng.(Hons.), M.Sc., Ph.D.(Bris.), M.I.E.E.E., M.I.E.T.
 
LECTURER
Dr Inġ. Gianluca Valentino, B.Sc.(Hons.)(Melit.), Ph.D. (Melit.), M.I.E.E.E.

AFFILIATE PROFESSOR
Dr Hector Fenech, B.Sc. (Eng.) Hons., M.E.E. (P.I.I.), Ph.D. (Bradford), Fellow A.I.A.A., F.I.E.E.E., F.I.E.T., Eur. Eng.
 
ASSISTANT LECTURER
Inġ. Etienne-Victor Depasquale, B.Elec.Eng.(Hons.), M.Sc.(Eng.), M.I.E.E.E.
 
VISITING ASSISTANT LECTURERS
Inġ. Brian E. Cauchi, B.Sc.IT (Hons.), M.Sc.(ICT), M.Ent.
Inġ. Antoine Sciberras, B.Eng.(Hons.)(Melit.), PG.Dip.Eng.Mangt.(Brunel), M.ent (Melit.)
Inġ. Leslie Spiteri, B.Elec.Eng.(Hons.), M.Sc., M.I.E.E.E.
Inġ. Martin Zammit, B.Elec. Eng. (Hons.)
 

Members of 
Staff FACULTY OF ICT
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Computer Networks and Telecommunications
 

	Ą Error Correction Codes 
	Ą Multimedia Communications
	Ą Multi-view video coding and transmission
	Ą Video Coding

 
Signal processing and Pattern Recognition

 
	Ą Computer Vision
	Ą Image Processing
	Ą Light Field Imaging
	Ą Volumetric Image Segmentation
	Ą Medical Image Processing and Coding
	Ą Earth Observation
	Ą Vision and Language in Robotics
	Ą Visual Relation Detection 
	Ą Semantic Depth Estimation 
	Ą Simulation in Machine Learning 
	Ą Machine Learning and Applications

 
Computer Systems Engineering

 
	Ą Data Acquisition and Control Systems for 

Particle Accelerators and Detectors
	Ą Digital Games Platforms
	Ą  Demand Responsive Transport Systems 
	Ą Implementation on Massively Parallel 

Systems (e.g. GPUs)
	Ą Reconfigurable Hardware

Research Areas:

RESEARCH SUPPORT OFFICERS
Ms Leanne Attard, B.Eng.(Hons.), M.Sc. (Research Support Officer)
Dr Arkadiusz Gorzawski, Ph.D. (Research Support Officer I)
Dr Christian Galea, Ph.D (Merit), M.Sc (Melit.), B.Sc. (Hons.) ICT (CCE), MIEEE (Research Support Officer III)
Dr Frederik Van Der Vekan, Ph.D (Research Support Officer)
Dr David Lloyd, MSci (Lond.), DPhil (Oxon.) (Research Support Officer III)
Mr Matthew Sacco, B.Sc (Hons) (Research Support Officer I)
Mr Leander Grech, B.Sc (Hons) (Research Support Officer)
Mr Simon Hirlander, B.Sc (Hons), M.Sc (TU Wien) (Research Support Officer)
Dr Ewan Hamish Maclean, M.Phys, D.Phil (Research Support Officer)
Dr Mang Chen (Research Support Officer III)
Dr Marc Tanti (Research Support Officer III)
Mr Matthew Aquilina (Research Support Officer II)
Mr Riccardo Illan Fiastre (Research Support Officer)
 
ADMINISTRATIVE & TECHNICAL STAFF
Mr Mark Anthony Xuereb, (Administrator I)
Mr Albert Sacco, (Senior Laboratory Officer)
Inġ. Maria Abela-Scicluna, B.Eng.(Hons.)(Melit.), M.Sc. ICT (Melit.) (Systems Engineer)
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DEPARTMENT OF COMPUTER SCIENCE

PROFESSOR
Professor Gordon J. Pace, B.Sc., M.Sc. (Oxon.), D.Phil. (Oxon.)
 
ASSOCIATE PROFESSOR
Professor Adrian Francalanza, B.Sc.I.T. (Hons.), M.Sc., D.Phil.(Sussex)
Professor Kevin Vella, B.Sc., Ph.D. (Kent)
 
SENIOR LECTURERS
Dr Mark Micallef, B.Sc.(Hons.), Ph.D. (Melit.), M.B.A.(Melit.) (Head of Department)
Dr Mark J. Vella, B.Sc.I.T.(Hons.), M.Sc. Ph.D. (Strath.)
Dr Joshua Ellul, B.Sc.I.T. (Hons.), M.Sc. (Kent) , Ph.D. (Soton)
Dr Christian Colombo, B.Sc.I.T. (Hons.), M.Sc.  Ph.D. (Melit.)
Dr Keith Bugeja, B.A.(Hons), M.IT, Ph.D.(Warw.)
 
LECTURERS
Dr Sandro Spina, B.Sc.I.T.(Hons), M.Sc. (Melit), Ph.D.(Warw.)

AFFILIATE LECTURER
Dr Neville Grech, B.Sc.(Hons),M.Sc.(S’ton),Ph.D.(S’ton)
 
RESEARCH SUPPORT OFFICERS
Ms Caroline Caruana B.Sc.(Melit.), M.Sc.(Melit.) (Research Support Officer I)
Mr Mark Charles Magro, B.Sc.(Melit.),M.Sc.(Melit.) (Research Support Officer II)
Mr Adrian De Barro, B.Sc.ICT(Hons)(Melit.),M.Sc.(Melit.)  (Research Support Officer II)
Mr Kevin Napoli, B.Sc.ICT(Hons)(Melit.),M.Sc.(Melit.) (Research Support Officer II)
Ms Jennifer Bellizzi, B.Sc.ICT(Hons)(Melit.), M.Sc.(Birmingham)  (Research Support Officer II)
Mr Yonas Leguessei B.Sc.(Melit.), M.Sc.(Melit.) (Research Support Officer II)
Mr Robert Abela, B.Sc.(Hons), M.Sc.(Melit.) (Research Support Officer II)
 
ADMINISTRATIVE & TECHNICAL STAFF
Mr Kevin Cortis, B.A.(Hons) Graphic Design & Interactive Media (Administrator II))
 

	Ą Concurrency
	Ą Compilers
	Ą Distributed Systems and Distributed Ledger 

Technologies
	Ą Model Checking and Hardware/Software 

Verification
	Ą Operating Systems
	Ą Semantics of Programming Languages

	Ą High Performance Computing and Grid 
Computing

	Ą Runtime Verification
	Ą Software Development Process Improvement 

and Agile Processes
	Ą Software Engineering
	Ą Software Testing
	Ą Security

Research Areas:
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DEPARTMENT OF MICROELECTRONICS AND NANOELECTRONICS

PROFESSOR
Professor Inġ. Joseph Micallef, B.Sc.(Eng.)(Hons.),M.Sc.(Sur.),Ph.D.(Sur.), M.I.E.E.E.
Professor Ivan Grech, B.Eng.(Hons.),M.Sc.,Ph.D.(Sur.),M.I.E.E.E.
 
ASSOCIATE PROFESSORS
Professor Inġ. Edward Gatt, B.Eng.(Hons.),M.Phil.,Ph.D.(Sur.),M.I.E.E.E.
 
SENIOR LECTURERS
Dr Inġ. Owen Casha, B. Eng.(Hons.) (Melit.),Ph.D. (Melit.), M.I.E.E.E. (Head of Department)
Dr Inġ. Nicholas Sammut, B.Eng.(Hons.) (Melit.), M.Ent. (Melit.), Ph.D. (Melit.), M.I.E.E.E.
 
RESEARCH SUPPORT OFFICERS
Mr Russell Farrugia, B.Eng. (Hons)(Melit.), M.Sc.(Melit.) (Research Support Officer II)
Mr Barnaby Portelli, B.Eng. (Hons)(Melit.), M.Sc.(Melit.) (Research Support Officer II)
Mr Matthew Meli, B.Sc. (Hons)(Melit.), M.Sc. (Melit.)  (Research Support Officer II)
 
ADMINISTRATIVE & TECHNICAL STAFF
Ms Alice Camilleri (Administrator I)
Inġ. Francarl Galea, B.Eng. (Hons.),M.Sc.(Eng.) (Senior Systems Engineer)
 

	Ą Analogue and Mixed Mode ASIC Design
	Ą Radio Frequency Integrated Circuits
	Ą Embedded Systems
	Ą Biotechnology Chips
	Ą Micro-Electro-Mechanical Systems (MEMS)

	Ą Quantum Nanostructures
	Ą System-in-Package (SiP)
	Ą System-on-Chip (SoC)
	Ą Accelerator Technology
	Ą Microfluidics

Research Areas:
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DEPARTMENT OF ARTIFICIAL INTELLIGENCE

PROFESSOR
Professor Matthew Montebello, B.Ed. (Hons)(Melit.), M.Sc. (Melit.), M.A. (Ulster), Ph.D. (Cardiff), Ed.D. (Sheff.), SMIEEE 
(Head of Department)
 
ASSOCIATE PROFESSORS
Professor Alexiei Dingli, B.Sc.I.T. (Hons.) (Melit.), Ph.D. (Sheffield), M.B.A (Grenoble)  
 
SENIOR LECTURERS
Dr Joel Azzopardi, B.Sc. (Hons.) (Melit.), Ph.D. (Melit.)

AFFILIATE SENIOR LECTURER
Mr Michael Rosner, M.A. (Oxon.), Dip.Comp.Sci.(Cantab.)

LECTURERS
Dr Charlie Abela, B.Sc. I.T. (Hons)(Melit.), M.Sc. (Comp.Sci.)(Melit.),Ph.D.(Melit.)
Dr Claudia Borg ,B.Sc. I.T. (Hons.) (Melit), M.Sc. (Melit.), Ph.D. (Melit.)
Dr Vanessa Camilleri, B.Ed. (Hons.)(Melit.), M.IT (Melit.), Ph.D. (Cov)
Dr Josef Bajada, B.Sc. I.T. (Hons)(Melit.), M.Sc. (Melit.), M.B.A.(Henley), Ph.D. (King`s)
Dr Ingrid Vella, B.Eng. (Hons)(Melit.), M.Sc. (Imperial), D.I.C., Ph.D. (Nott.), M.B.A. (Lond.)

ASSISTANT LECTURERS
Mr Kristian Guillaumier, B.Sc. I.T. (Hons.) (Melit.), M.Sc. (Melit.)
Mr Dylan Seychell, B.Sc. I.T. (Hons.) (Melit.), M.Sc. (Melit.), GSMIEEE
 
RESEARCH SUPPORT OFFICERS
Mr Mark Bugeja, B.Sc. (Hons.) Creative Computing (Lond.), M.Sc. AI (Melit.) (Research Support Officer II)
Mr Luca Bondin, B.Sc. IT (Hons) (Melit.), M.Sc. AI (Melit.) (Research Support Officer II)
Mr Foaad Haddod, B.Sc. (Al-Jabal AI Gharbi), M.Sc. AI (Melit.) (Research Support II)
 
ADMINISTRATIVE & TECHNICAL STAFF
Ms Francelle Scicluna, (Administration Specialist) B. W.H.R (Hons.) (Melit.)
 

	Ą Title: Maltese Speech Recognition (MASRI) and 
Maltese Speech Synthesis 
Area: Speech Processing
 

	Ą Title: EnetCollect – Crowdsourcing for 
Language Learning 
Area: AI, Language Learning 

	Ą Title: Language in the Human-Machine Era 
Area: Natural Language Processing 
 

	Ą Title: Language Technology for Intelligent 
Document Archive Management 
Area: Linked and open data 

	Ą Title:  Learning Analytics, Ambient Intelligent 
Classrooms, Learner Profiling  
Area: ICT in Education 

 
	Ą Title: Medical image analysis and Brain-inspired 

computer vision 
Area: Intelligent Image Processing 
 

	Ą Title: MyOcean Follow-On, MEDESS4MS, and 
Calypso 2 projects 
Area: Down-stream services 
 

	Ą Title: GBL4ESL 
Task: Creation of digital resources for 
educators using a Game Based Learning Toolkit 
 

	Ą Title: eCrisis 
Task: Creation of framework and resources for 
inclusive education through playful and game-
based learning 

Actual research being done
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	Ą AI, Machine Learning, Adaptive Hypertext and 
Personalisation

	Ą Pattern Recognition and Image Processing
	Ą Web Science, Big Data, Information Retrieval & 

Extraction, IoT
	Ą Enterprise Knowledge Graphs
	Ą Agent Technology and Ambient Intelligence
	Ą Drone Intelligence
	Ą Natural Language Processing/Human Language 

Technology
	Ą Document Clustering and Scientific Data 

Handling and Analysis

	Ą Intelligent Interfaces, Mobile Technologies and 
Game AI

	Ą Optimization Algorithms
	Ą AI Planning and Scheduling
	Ą Constraint Reasoning
	Ą Reinforcement Learning
	Ą AI in Medical Imaging Applications (MRI, MEG, 

EEG)
	Ą Gait Analysis
	Ą Machine Learning in Physics
	Ą Mixed Realities

An updated list of concrete areas in which we have expertise to share/offer

Other areas which we are interested in can be found at the below link:

https://www.um.edu.mt/ict/ai/ourresearch/departmentprojects

	Ą Title: Smart animal breeding with advanced 
machine learning techniques 
Area: Predictive analysis, automatic 
determination of important features 
 

	Ą Title: Real-time face analysis in the wild 
Area: Computer vision 
 

	Ą Title:  RIVAL; Research in Vision and Language 
Group 
Area: Computer Vision/NLP 
 

	Ą Title: Maltese Language Resource Server 
(MLRS) 
Area: Natural Language Processing

	Ą Task: Research and creation of language 
processing tools for Maltese 
 

	Ą Title: Walking in Small Shoes: Living Autism 
Area: Virtual Reality 
Task: Recreating a first-hand immersive 
experience in autism 
 

	Ą Title: Augmenting Art 
Area: Augmented Reality 
Task: Creating AR for meaningful artistic 
representation 

	Ą Title: Morpheus 
Area: Virtual Reality 
Task: Personalising a VR game experience for 
young cancer patients 
 

	Ą Title: Notarypedia 
Area: Knowledge Graphs and Linked Open 
Data 

	Ą Title: Smart Manufacturing 
Area: Big Data Technologies and Machine 
Learning 

	Ą Title: Analytics of patient flow in a healthcare 
ecosystem 
Area: Blockchain and Machine Learning
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DEPARTMENT OF COMPUTER INFORMATION SYSTEMS

ASSOCIATE PROFESSOR
Professor Ernest Cachia, M.Sc.(Kiev), Ph.D.(Sheff.) (Head of Department)
 
SENIOR LECTURERS
Dr John Abela, B.Sc.(Hons.), M.Sc., Ph.D.(New Brunswick), I.E.E.E., A.C.M.
Dr Lalit Garg, B.Eng.(Barkt), PG Dip. I.T.(IIITM), Ph.D.(Ulster)
Dr Colin Layfield, B.Sc. (Calgary), M.Sc.(Calgary), Ph.D.(Leeds)
Dr Peter A. Xuereb, B.Sc.(Eng.)(Hons.)(Imp.Lond.), A.C.G.I., M.Phil.(Cantab.), Ph.D.(Cantab.)
Dr Joseph Vella, B.Sc., Ph.D.(Sheffield)
 
VISITING SENIOR LECTURERS
Dr Vitezslav Nezval, M.Sc.(V.U.T.Brno),Ph.D.(V.A.Brno)
Mr Rodney Naudi, B.Sc., M.Sc.(Eng.)(Sheff.)

LECTURERS
Dr Conrad Attard, B.Sc.(Bus.&Comp.), M.Sc., Ph.D.(Sheffield) (Deputy Dean of Faculty)
Dr Michel Camilleri, B.Sc., M.Sc., Dip.Math.&Comp., Ph.D (Melit.)
Dr Clyde Meli, B.Sc., M.Phil, Ph.D (Melit)
Dr Christopher Porter, B.Sc.(Bus.&Comp.), M.Sc. , Ph.D.(UCL)
 
VISITING ASSISTANT LECTURERS
Inġ. Saviour Baldacchino, B.Elec.Eng.(Hons.), M.Ent., D.Mgt.
Mr Norman Cutajar, M.Sc. Systems Engineering
 
ASSISTANT LECTURER
Mr Joseph Bonello, B.Sc.(Hons)IT(Melit.), M.ICT(Melit.)
 
ASSOCIATE ACADEMIC
Mr Anthony Spiteri Staines, B.Sc., M.Sc., A.I.M.I.S., M.B.C.S.

ADMINISTRATIVE STAFF
Ms Shirley Borg, (Administration Specialist)
Ms Lilian Ali, (Administrator I)
 

Software Engineering
 

	Ą Computational complexity and 
optimisation

	Ą Integrated risk reduction of information-
based infrastructure systems

	Ą Model extraction (informal descriptions to 
formal representations)

	Ą Automation of formal programming syntax 
generation

	Ą Automation of project process estimation
	Ą High-level description language design
	Ą Distributed computing systems and 

architectures
	Ą Requirements engineering - methods, 

management and automation
	Ą System development including real-time 

scheduling, stochastic modelling, and 
Petri-nets

	Ą Software testing, information anxiety and 
ergonomics

 
Data Science and Database Technology

 
	Ą Data integration and consolidation for data 

warehousing and cloud services
	Ą Database technology, data sharing issues 

and scalability performance
	Ą Processing of streaming data
	Ą Data analysis and pre-processing
	Ą Predictive modelling
	Ą Data warehousing and data mining: design, 

integration, and performance
	Ą Big data and analytics

Research Areas:
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	Ą Search and optimization
	Ą Business intelligence
	Ą Data modelling including spatial-temporal 

modelling
	Ą Distributed database systems
	Ą Missing data analysis
	Ą Information retrieval

 
Human-Computer Interaction

 
	Ą Human-Computer Interaction (HCI)
	Ą Understanding the User Experience 

(UX) through physiological and cognitive 
metrics

	Ą Human-to-instrumentation interaction in 
the aviation industry

	Ą User modelling in software engineering 
processes

	Ą Human-factors and ergonomics
	Ą Accessibility, universal design and 

accessible user agents
	Ą Advancing assistive technologies (multi-

modal interaction)
	Ą Affordances and learned behaviour
	Ą The lived experience of information 

consumers
	Ą Information architecture 

Bioinformatics, Biomedical Computing and Digital 
Health

 
	Ą Gene regulation ensemble effort for the 

knowledge commons
	Ą Automation of gene curation; gene 

ontology adaptation
	Ą Classification and effective application of 

curation tools
	Ą Pervasive electronic monitoring in 

healthcare
	Ą Health and social care modelling
	Ą Missing data in healthcare records
	Ą Neuroimaging
	Ą Metabolomics
	Ą Technology for an ageing population
	Ą Education, technology and cognitive 

disabilities (e.g. augmented reality)
	Ą Assistive technologies in the context of 

the elderly and individuals with sensory 
and motor impairments in institutional 
environments

	Ą Quality of life, independence and 
security - investigating the use of robotic 
vehicles, spoken dialogue systems, indoor 
positioning systems, smart wearables, 
mobile technology, data-driven systems, 
machine learning algorithms, optimisation 
and spatial analytic techniques 

Applied Machine Learning, Computational 
Mathematics and Statistics

 
	Ą Applicative genetic algorithms and 

genetic programming
	Ą Latent semantic analysis and natural 

language processing
	Ą Heuristics and metaheuristics
	Ą Stochastic modelling & simulation
	Ą Semantic keyword-based search on 

structured data sources
	Ą Application of AI and machine learning to 

business and industry
	Ą Application of AI techniques for 

operational research, forecasting and the 
science of management

	Ą Application of AI techniques to detect 
anomalies in the European Electricity Grid

	Ą Knowledge discovery
	Ą Image Processing (deconvolution)
	Ą Image super-resolution using deep 

learning techniques
	Ą Optimization of manufacturing production 

lines using AI techniques
	Ą Square Kilometre Array (SKA) Tile 

Processing Module development
	Ą Spam detection using linear genetic 

programming and evolutionary 
computation

	Ą Scheduling/combinatorial optimisation
	Ą Traffic analysis and sustainable 

transportation
	Ą Automotive cyber-security 

Fintech and DLT
 

	Ą Automatic Stock Trading
	Ą Distributed Ledger Technologies
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FACULTY OFFICE

Ms Nathalie Cauchi, Dip.Youth&Comm.Stud.(Melit.), H.Dip.(Admin.&Mangt.) (Melit.), M.B.A.(A.R.U.,UK) (Manager II)
Ms Michelle Agius, H.Dip.(Admin.&Mangt.)(Melit.) (Administrator I)
Mr Rene’ Barun, BA (Hons.) Philosophy (Melit), (Administrator I)
Mr Anthony Buhagiar, (Senior Administrator)
Ms Therese Caruana, (Administrator I)
Ms Anabel Decesare, (Administration Specialist)
 

SUPPORT STAFF

Mr Patrick Catania A.I.M.I.S. (Senior IT Officer I)
Mr Paul Bartolo (Senior Beadle)
Ms Melanie Gatt (Beadle)
Mr Raymond Vella (Technical Officer II)
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YOU'RE PAYING TOO
MUCH FOR YOUR
CLOUD SERVICES
Let's talk about cost optimization

CLOUD@ICTSOLUTIONS.COM.MT

*Over 90% of Azure users spend too much on

their public cloud. But we can help.



Human beings are an 
ingenious species: we 
have, after all, found 
solutions to so many 
problems that the lives 

of those inhabiting the earth today 
look almost nothing alike those of 
our ancestors who lived a mere hun-
dred years ago. 

This development has been cru-
cial for a number of things we take 
for granted including longer life ex-
pectancy, better communication, 
more comfortable living, and faster 
travel. Yet, while many of these past 
successes were down to analogue 
development, the future requires us 
to go digital.

Today, Information and Commu-
nication Technology (ICT) is at the 
forefront of the drive to give humans 

better ways to communicate, diag-
nose illness and even extend abilities. 
And behind each new breakthrough is 
research conducted by universities, 
industries, or a consortium made up 
of the two. 

Here at the Faculty of ICT within 
the University of Malta (UM), we are 
among the most prolific researchers 
in the areas of ICT on the Maltese 
Islands, with our lecturers’ and stu-
dents’ research covering a wide spec-
trum of disciplines. More important-
ly, on top of collaborating with one 
another, the five departments that 
make up the Faculty also work with 
numerous local and foreign business 
entities, research centres and univer-
sities.

This ensures that our students 
work in an environment in which they 

Since its inception, the 
Faculty of ICT at the 
University of Malta has 
worked on creating an 
environment where 
students can achieve 
their full potential and 
where industry can find 
a trusted partner to 
collaborate with.

DISCOVER THE WORK TAKING PLACE AT THE 
Faculty of Information 
& Communications 
Technology
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are exposed to the latest ideas and 
the most cutting-edge technology 
on the subject at hand. In fact, as an 
educational institution, this is part of 
our responsibility to ensure that we 
not only have professionals who are 
at the top of their game once they 
graduate, but that we also have citi-
zens who are not limited in their way 
of thinking, in the way they look at 
problems, and in the way they seek 
to achieve solutions.

Over the past few years, the Fac-
ulty has indeed done its best to ex-
ceed the expectations of its students 
and the general public, which it ulti-
mately serves. Students and lectur-
ers of the Faculty of ICT have been 
given world-class opportunities in-
cluding working closely with the Paul 
Scherrer Institute in Switzerland and 
the National Institute for Research 
in Digital Science and Technology 
in France, as well as training from 
global industry giants like Philips, 
Microsoft, ST Microelectronics, and 
Google.

Industry, however, doesn’t always 
just mean global tech giants. Through 
a collaboration with St Vincent de 
Paule Residence, for example, mem-
bers of the faculty are currently 
working on a study on how perva-
sive electronic monitoring through 
the use of mobile applications could 
help caregivers and family members 
monitor people with dementia and 
increase their quality of life. 

But that is still just the tip of the 
iceberg. Through our perseverance to 
form new collaborations with part-
ners across Malta, Europe and be-
yond – as well as our students’ and 
lecturers’ determination – the Facul-
ty now runs research on a huge num-
ber of topics.

In this publication, we look at 
more than ten different research 
projects currently taking place, 
which include teaching computers 
how to properly read images and the 
sentiment behind sentences, aiding 
people living with disabilities in their 
everyday lives, improving the way ar-
chaeologists conduct their research, 

and helping healthcare providers give 
a better and more seamless service. 

Yet the publication only shows a 
small array of what is actually hap-
pening. Indeed, over and above the 
research you’ll read about in this 
publication, members of the Faculty 
are also currently working on some 
other ground-breaking projects.

There is one study, for example, 
that is looking to improve the spa-
tial resolution of images of Malta and 
Gozo’s coastal areas so that we can 
predict marine currents more ac-
curately, as well as aid divers and 
search and rescue operations in their 
work. Another study, meanwhile, is 
looking to create more secure digital 
communication in the Quantum Era 
– a project that is incredibly useful at 
a time when one of the biggest hin-

drances in development is our very 
real worry that our data might end up 
in the wrong hands.

Together, these projects show 
that the beauty of ICT is that all ar-
eas and industries need it. Whenev-
er we are looking to innovate or to 

create something new, ICT is now an 
essential tool that enables and em-
powers change. And, while industry 
has a big say in how things develop, 
students can ultimately spearhead 
where we go.

But the work with business is still 
crucial and, thankfully, the Faculty 
of ICT has a great relationship with 
many local industries. This is some-
thing that is benefitting both parties. 
After all, industry in Malta may not 
always have the right structures to 
conduct research all by itself. Yet, 
at UM, we have these structures in 
place, and we also have the knowl-
edge, the time and the willingness 
to commit to research, which can 
sometimes take years. Moreover, 
we continually invest in the infra-
structure needed to conduct such 
research, which is an essential ele-

ment in ensuring that we give all the 
research taking place the right envi-
ronment to succeed.

All this is part of the reason why 
the Faculty continues to remain rel-
evant to modern-day needs, which is 
why so many industries look to col-
laborate with us. But, as aforemen-
tioned, it’s a two-way street and this 
collaboration aids our team, too.

Over the past few years, collabo-
ration with local businesses has seen 
them share invaluable accumulated 
data sets (always within GDPR guide-
lines) with the Faculty, as well as best 
practices, technology and machinery. 

“The beauty of ICT 
is that all areas 
and industries 
need it”
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But, more importantly, industry is 
seeing the benefit of working closely 
together with us, which is why it also 
provides training for our researchers, 
offers licensing tools, and even helps 
fund certain project.

Funding, of course, is extreme-
ly important when it comes to re-
search. And it’s for this reason that 
we are always working on finding 
new sources to ensure the Faculty 
has whatever it needs to continue 
thriving. There are many entities that 
we need to thank for that, including 
the Research, Innovation and Devel-
opment Trust (RIDT), Interreg Europe, 
FinTech, numerous European Union 
funds, MCST and, of course, many 
industries and businesses. Indeed, 
it’s through them that the Faculty’s 
many research projects continue to 
happen, and we are extremely grate-
ful for their support.

With this in mind, we feel the Fac-
ulty is adequately prepared to take on 

a whole new group of students, who 
will be joining those already reading 
for their Bachelor’s and Master’s de-
grees, as well as their PhDs. But, more 
than that, the Faculty believes that 
there has never been a better time for 
prospective students to follow their 
dreams by joining those already mak-
ing waves in the world of ICT.

The selection of degrees offered 
by the Faculty of ICT is indeed the 
biggest it’s ever been. There are also 
a lot of resources students can make 

use of at this point in time: we have 
scholarships, funding for research, 
good teams in place, industries that 
support us, and even government 
help. There’s no other way of putting 
it: it’s a truly exciting time to join the 
Faculty and to explore the topic of 
your choice.

Those looking to start an under-
graduate degree can choose between 
Artificial Intelligence, Communica-
tions & Computer Engineering, Com-
puter Information Systems, Comput-
er Science, and Microelectronics & 
Nanoelectronics. Meanwhile, those 
looking to read for a post-graduate 
degree have even more choice, with 
Master’s in Telecommunications, 
Computer Science, Computer Infor-
mation Systems, Microelectronics & 
Microsystems, Signal Processing, and 
Machine Learning & Human Language 
Science being among the many spe-
cialisations available. And if it’s AI 
you’re looking to read a Master’s in, 
then we’ve even got scholarships 

The selection of 
degrees offered 
by the Faculty of 
ICT is indeed the 
biggest it’s ever 
been. 
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sponsored by the Malta Digital In-
novation Authority. And, of course, 
there are even more opportunities at 
doctoral level.

As aforementioned, all these de-
grees will form the basis of what stu-
dents can focus on, and each degree 
can be used to progress in various 

industries including healthcare, chip 
design, gaming, telecommunications, 
FinTech, aviation and archaeology, to 
mention but a few.

From our end, we promise to give 
you all the space you need to explore 
your ideas and to help you find a 
sector that interests you. Indeed, we 

invite prospective students to speak 
to us about their goals and visions 
so we can work together on making 
them a reality.

With all this in mind, we invite 
you to go through the rest of the 
publication to discover how broad 
the world of ICT truly is.

Research work that uses ICT solutions to help monitor people with dementia 
https://researchtrustmalta.eu/research-projects/pem/

Research work on monitoring elderly at home 
https://natiflife-project.eu/

Research work that uses satellite imagery and improves its resolution to monitor coastal areas 
https://www.um.edu.mt/projects/sat-fire/

Research on secure communications 
https://re-search.info/

Discover the research projects mentioned above by following these links:
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Supply-chain systems, which handle the flow and 
transformation of goods, have been present since the 
inception of commercialisation. Over time, the management 
of these chains has been an increasing focus for companies 
in order to obtain the information necessary for maintaining 
and improving the performance of workers and the efficiency 
of production. Moreover, through ongoing analysis of, and 
tweaks to, the supply chain, one of the goals of supply-chain 
management is for the system to be modified to have more 
transparent, flexible, and robust properties.

This project focuses on the managerial process in the 
sector of wine distribution. Apart from the issues also 
present in regular supply chains, this sector also encounters 
issues specific to wine distribution, such as wine fraud 
(a). Thus, the salient characteristics of the issues being 
addressed through this study concerned the concentration 
of authority and the traceability of the commodities. The 
main objectives of this project were to explore the design 
options of the management of this supply chain in a smart-
contract view, and to identify properties that could be 
formally verified.

The design of how the wine-distribution supply chain 
operates was acquired through a study of papers/articles 
related to the sector [2,3]. The entities and their relationship 
with other entities were defined. The main phases of the 
wine supply chain are as follows: the vineyard, where the 
grapes are produced; the manufacturer, who handles the 
winemaking process; and finally, the market, which is the 
end-buyer or consumer who relies on the distributor (who, 
in turn, is the link between consumer and winemaker). 
The flow and transformation of the items are considered 
through all the elements involved between the vignerons 
and the consumers.

Blockchain technology makes use of a digital distributed 
ledger of transactions accessible by shared nodes on a 
network in a peer-to-peer and decentralised manner. The 
transactions are immutable, secure, and reliable. The 
implementation of the wine supply chain system is built 
through the use of smart contracts. These are self-executing 
programs that have been fed with a set of requirements to 
run functionalities that could include transferring monetary 

values from one address to another [4]. The smart contracts 
in this project fall under the Ethereum cryptocurrency 
platform, and programmed using Solidity. The above-
mentioned technologies have been utilized with a view to 
mitigate the pitfalls of centralised systems, reduce points 
in the system containing dependencies and safety risks as 
well as ensuring a system with increased transparency and 
better traceability. 

The project also included a run-time verification 
element. This is a type of formal verification, which entails an 
evaluation process to check specifications on the extent to 
which they satisfy well-formed requirements, and expected 
properties are upheld. Run-time verification tests properties 
while the system is still executing. Thus, the properties are 
defined by the expected behaviour of the smart contract, 
proving that the resulting behaviour indicates that the smart 
contract satisfies the intended goals. 

Finally, the tool of ContractLarva verification tool was 
used to generate an updated and safe smart contract by 
providing the initial smart contract and the properties of 
the smart contract, which are expressed in dynamic event 
automata [1]. By comparing the cost to execute the initial 
smart contract with the cost for running the modified 
version, it would be determined which run-time verification 
tests are important enough to still be included in the system.

Blockchain-based traceability of the wine 
supply chain
Gabriel Camilleri Supervisor: Prof. Gordon J. Pace
Co-Supervisor: Dr Joshua Ellul
Course: B.Sc. (Hons.) Computing Science

Figure 1. Overview of the wine supply chain

References/Bibliography: 

[1] K. Biswas, V. Muthukkumarasamy, and W. L. Tan, “Blockchain based wine supply chain traceability system,” 2017.

[2] M. G. Cimino and F. Marcelloni, Enabling traceability in the wine supply chain. Springer, 2012, pp. 397–412.

[3] P. Tsao, “Blockchain 2.0 and Ethereum [Blockchain Basics Part 3],” 2018. [Online]. Available: https://medium.com/xpa-2-0/
blockchain-2-0-and-ethereum-blockchain-basics-part-3- 362eb3561b4e

[4] S. Azzopardi, J. Ellul, and G. J. Pace, “Monitoring smart contracts: Contractlarva and open challenges beyond,” 2018, pp. 113–137.

a. - Wine Fraud is the falsification of product details in wine commerce.
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Figure 2. Synthetic Minority Over-Sampling Technique (SMOTE) [4]

Figure 1. Oversampling

Card-based payments are increasingly becoming the 
standard payment method by consumers. Indeed, 
between 2017 and 2018 global expenditure attributed to 
card payments grew by 17.7% to $40.582 trillion.

Many industries rely heavily on card-based payments 
as an efficient means of collecting money from consumers, 
as is the case with e-commerce. As the number of annual 
transactions made through the various types of payment 
cards increases, losses due to fraud are also on the 
rise and these are expected to amount to $35.67 billion 
globally by 2023 [1]. Given the quantity of transactions 
being processed on a daily basis by financial institutions, 
and the substantial losses being incurred due to fraud, 
the said institutions must implement fraud-detection 
systems that are cost-effective, automated, and offering 
high accuracy with minimal human intervention. This 
issue has not gone unnoticed by researchers and strides 
have been made in early-fraud-detection systems, which 
make use of machine learning techniques. However, the 
imbalanced distribution between fraudulent (minority) 
and non-fraudulent (majority) is challenging for many 
traditional learning algorithms, which are ill-suited to 
handle such large-class imbalances [2]. So much so, 
that models trained on these datasets tend to be biased 

towards the majority class and yet still achieve high 
accuracy scores because the minority class is ultimately a 
very small percentage of the dataset. 

In this final year project, a data-level approach has 
been used to overcome class imbalance by incorporating 
oversampling techniques that make use of synthetic 
data. Within this domain, a technique known as Synthetic 
Minority Over-Sampling Technique (SMOTE) [3] has been 
used extensively, yet the development of SMOTE has 
spawned may variants of this technique, which have not 
been examined as extensively. This project evaluates 
other popular variants of the original technique, in 
conjunction with machine learning techniques that have 
been considered in relevant literature to perform well 
in this domain. These techniques are: XGBoost, random 
forest and Gaussian Naïve Bayes. Finally, the project 
sought to highlight the most effective algorithm for card 
fraud detection purposes.

Credit card fraud detection  
with oversampling
Julian Demicoli Supervisor: Dr John Abela
Course: B.Sc. IT (Hons.) Computing and Business
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Companies today have grown rich in data [1]. Moreover, by 
analysing their data, businesses could capture and create 
value from it [2]. Therefore, since data analysis would allow 
businesses to monitor and improve their performance by 
turning their data to information, business-data analysis is 
of paramount significance, all the more so since it would 
also enable businesses to create predictions through 
machine learning [2].

The aim of this study was to demonstrate this by 
making use of business intelligence (BI) through data 
visualisation, and by creating predictions through a 
machine learning model; this is to enable companies 
to improve their business performance by making more 
informed decisions with the use of these technological 
tools. This study, therefore, assesses the usability and 
value that such technologies could deliver to companies 
seeking to make better use of their data.

To this end, the study benefitted from the participation 

of a local company, which offered its enterprise resource 
planning (ERP) data related to the company’s sales. 
Various visuals/dashboards were built on stakeholder 
input within the company, and the data related to sales 
and sale opportunities. Moreover, a supervised multi-
class classification machine learning model was built on 
the basis of the sale-opportunities dataset. This dataset 
was obtained from the company’s customer relationship 
management (CRM) system to predict the class label for 
each sale opportunity (refer to Figure 1 for the design 
process adapted in this study).

The visualisations and the machine learning model 
built were subsequently submitted for evaluation 
to identify the potential value of such technologies. 
Various employees, working at different levels within the 
company, were involved in the evaluation process for the 
purpose of gathering feedback and assessing usability 
of the artefacts developed. As a result of the evaluation 
process, these employees suggested also extending BI 
and machine learning to areas other than sales.

Given that positive feedback and good usability scores 
(Figure 2) were achieved, visualisation and prediction 
were classified as effective and important tools to 
enhance a company’s business performance. These were 
acknowledged as useful tools in helping a company to 
improve its decision-making process by having timely 
access to the relevant information [3].

Using Business Intelligence and machine 
learning on ERP data to improve business 
performance
Jesmar Scicluna Supervisor: Dr Peter Albert Xuereb
Co-Supervisor: Mr Anthony Spiteri Staines
Course: B.Sc. IT (Hons.) Computing and Business

Figure 1. The design processes adapted in this study

Figure 2. System usability scale (SUS) scores obtained by each participant 
involved in the evaluation process, where each score is higher than the 

general SUS average score (value of 68)
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microarchitectural level of a central processing unit (CPU), 
allowing an attacker to manipulate various performance-
enhancement techniques in order to extract sensitive data 
from cache memory [1,2]. The vulnerabilities make direct 
use of speculative execution, branch prediction and out-
of-order execution, whereby the attacker injects malicious 
code in order to obtain data from the CPU cache memory 
[1,2]. Software patches for various operating systems and 
system kernels have been developed and were distributed 
in order to mitigate the severity of an attack [3]. Since the 
vulnerabilities in question are relatively new, a watertight 
preventive solution is yet to be identified. However, these 
patches have been deployed on Windows and a number of 
other operating systems have proved to be successful in 
slowing down the memory-reading process of the attack [4].

Gauging the performance impact of these patches 
entails the utilisation of benchmarking tools. Therefore, 
a number of benchmarking tools were tested in order 
to establish which was the most relevant for this study. 
The benchmarks were filtered out of the study according 
to their configuration capabilities and their relevance in 
terms of any changes that the patches implemented, 
mainly: out-of-order execution, branch prediction and 
speculative execution [1,2]. This criterion was adopted 
primarily because the changes that were introduced 
related directly to these functionalities.

It was concluded that the benchmarking tool 7-Bench5 
would be the most suitable, since it makes direct use 
of the aforementioned operations, in particular branch 
prediction and out-of-order execution. The benchmarking 
tool was implemented on a wide variety of modern-
generation processors and system frameworks, such as 
virtual machines and cloud-based systems, in order to 
analyse the impact that such patches have caused across 
various platforms. The benchmarking tool was executed 
on the systems in various scenarios, covering benchmarks 
with all the patches enabled and disabled, and for each 
patch individually.

The results obtained from the said benchmarks 
were then analysed in order to determine any resulting 
performance-degradation impacts by comparing the 
results with the default scenario, where all the patches 
available were enabled. Finally statistical analysis was 
used to test the hypothesis set for this study.

Figure 1. Example of Spectre attack

Figure 2. Example of Meltdown attack
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Software testing is the predominant methodology used by 
the software development industry to build confidence in 
a software product prior to release. The ever-increasing 
complexity and volatility of requirements makes the task 
of software testers considerably difficult. This project 
builds upon previous work to investigate how mixed-
reality design patterns, along with context-relevant 
just-in-time information, could be used to improve the 
performance of software testers.

Following an extensive review of design patterns related 
to mixed-reality systems, a subset of these was selected 
and incorporated into the design and implementation of 
a prototype utilising the Microsoft Hololens headset. To 
gain insight into the extent of the effect of this process 
on the performance of software testers, a qualitative 
study based on thematic analysis was undertaken. For 
the said study, experts from both fields (i.e. testing and 
mixed reality) participated in a series of review sessions 
using the prototype, showcasing how the approach could 
be used to enable testers to organise a virtual workspace 
in mixed reality, and how this workspace would then 
show just-in-time information in relation to whatever the 
tester was doing at any point in time. Subsequently, the 
participants were interviewed on how such an application 
could potentially improve and affect the workload of 
testers, as well as impact the industry as a whole.

Five key themes emerged from the interviews 
conducted with software-testing specialists, namely: 
’Aiding the tester’, ‘Better understanding of data’, ‘Impact 

on the software industry’, ‘Pricing and integration’, and 
‘Potential software features’. From the interviews with 
mixed-reality experts, the following three themes 
emerged: ‘Interaction’, ‘Additional guidance’, and 
‘Developers adapt’.

The findings extracted from the interviews with the 
software testers highlighted how such a technology could 
not only improve a tester’s workflow, but also have a 
positive impact on the industry at large. However, it was 
also noted that the current high pricing and integration 
costs hindered the progress of the technology in 
question. The findings resulting from feedback obtained 
from mixed-reality specialists underlined the importance  
of interaction between mixed-reality applications 
towards improving the experience of both new and 
advanced users.

Figure 1. The application at work

Figure 2. Overview of the system
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People are becoming increasingly interested in new 
mobility solutions, such as shared mobility, which 
are both cheaper and environmentally friendly when 
compared to traditional transportation methods.

According to multiple reports, it is estimated that 
by 2025, the shared-mobility market worldwide will be 
worth over €550 billion [1]. However, as promising as 
ride-hailing mobility might be, it also has its challenges, 
with longer passenger waiting times, longer trips due 
to different pickup points and vacant vehicles driving 
around aimlessly waiting for a request [2]. The main 
objective of this project was to analyse and investigate 
the possibilities of optimising shared mobility using 
historical data and multiple predictive techniques. A 
further goal of the research was to be able to predict 
the total number of generated requests per hour for the 
near future. Applying the latest ICT technologies to the 
transportation industry contributes to the development 
of better transport infrastructure, with safer roads and 
better traffic management.

The accompanying diagram outlines the methodology 
used throughout the study, starting from data collection, 
pre-processing, and data visualisation. In the third step, 
where necessary, the time series is differentiated into 
a stationary time series as well as finding the optimal 
model-parameter combinations. This is followed by 
training and building the forecasting model. Finally, the 
trained model can predict future values which will be 
validated by comparing them with the testing dataset.

Using the data compiled by a Maltese ride-hailing 
company, this study first investigates where and how 
pickup requests were made. The data was subsequently 
examined for any time-series patterns [3]. The three main 
patterns considered to be the pillars for any series are: 
trend, seasonality and cyclic. When the ‘requests’ data 
is visualised geographically, it can be noted that most 
of these requests were booked around touristic areas, 
mainly Sliema and Valletta. From the results obtained, 
it could be implied that exogenous or independent 
data such as temperature and public holidays do not 
affect the predictive model. Such models have been 
validated by splitting the data between a training set 
and a testing set. The purpose of such sets is to fit the 
model on the training set and compare the outcome 
with the actual observed values of the latter set. As a 
result of the seasonality in the time series, the optimum 
models were the Holt- Winters model [4], the seasonal 
autoregressive integrated moving average (SARIMA) [5] 
and Facebook Prophet [6]. Using different performance 
metric calculations, the results conclude that amongst 
all models, the accuracy of the Holt-Winters model 
outperforms other models with an overall mean absolute 
error of 8.039 and root mean squared error of 11.159.

Finally, the study suggests that some models do not 
work as expected due to the lack of yearly seasonality. 
With this in mind, a report generator has been developed 
to forecast data on a real-time basis using the three 
above-mentioned predictive models.

Figure 1. The methodology used in this study
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In modern development processes, the bug-tracking tool 
is one of the most important means of tracking any tasks, 
features or bugs active in a project. Such information is 
crucial, not only for maintaining developer workflow, but 
also to make informed decisions as to whether a product 
should go live in its state at a given point in time. When 
a bug is identified, the reporter creates a report using a 
bug-tracking tool. Bug reports typically include general 
information such as a summary of the issue, its expected 
due date, and a description. Once the report has been 
created, teams could rank and prioritise it as deemed fit, 
and assign it to individuals for resolution.

The main issue with the above approach in tracking 
project progress is that the quality of bug reports could 
vary depending on the person reporting the bug, their 
knowledge of the system, their cognitive workload, and 
other contextual factors. This project sought to study 
prevalent issues with bug-tracking systems, and to propose 
an improvement on existing systems. 

The research was carried out in two phases. Firstly, 
a literature review was undertaken in order to gain 
insight into prevalent issues with bug tracking. The 
literature review was complemented with a survey 
amongst practitioners to identify the main complaints 
concerning bug-tracking systems. Results showed that, 
according to the participants, the main critical issues 
were the lack of important information in bug reports, and 
miscommunication between bug reporters and developers.

Taking the above into account, a Jira plug-in was 
designed and implemented. This plug-in departed 
from the ‘compulsory field’ approach generally 
adopted in improving bug quality, and instead analysed 
bug description content in real time to provide 
recommendations for improving upon what was being 
noted. As a visual aid, a suitability meter (akin to 
password-strength meters) was also developed. This 
provided an overall rating indicator regarding the quality 
of the bug report being created.

The plug-in was trialled by practitioners, and the 
resulting bug reports were reviewed and rated by a 
panel of two experts. The latter rated a mixture of bug 
reports, unaware which were the 50% written without 
the aid of the plug-in, and which were the 50% written 
with the aid of the plug-in. The results obtained from the 
expert reviews suggest that the plugin helped generate 
better bug reports, as rated in terms of completeness, 
usefulness and overall quality.

Figure 2. The report-quality meter and suggestions on what to improve in 
the report

Figure 1. The ‘Create issue’ page 
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of the test case generation problem as a search problem 
encountered when seeking to find the optimal feasible 
solution using meta-heuristic optimization techniques 
such as genetic algorithms [1]. Genetic Algorithms (GAs), 
inspired by the theory of natural selection. Indeed, they 
reflect the process of nature where the fittest individuals 
are more likely to reproduce and create offspring while 
allowing less fit individuals to reproduce in order not to 
kill diversity. 

GAs manipulate a population of candidate solutions to 
an optimization problem. Selection provides the driving 
mechanism for the best solutions to survive. Each solution 
is assigned a fitness value that reflects its effectiveness 
when compared with other solutions related to the same 
problem. The higher its’ fitness, the higher its’ chances 
to survive and reproduce. Crossover and Mutation 
techniques are used to simulate the recombination of 
genetic material [2].

Due to a paradigm shift towards more decoupled 
microservices -based architectures, the access of 
features of an application from another application have 
become common practice using REST APIs .  This study, 
set out to investigate the use of GAs in automatic test-
case generation for a non-trivial REST API library, focusing 
on the effect of the fitness function and the state of 
the database.  To investigate the effect of the fitness 

function, two fitness functions were developed. The first 
was based on code coverage. In a bid to improve the 
obtained results, the concept of journey factors and tours 
as used in exploratory testing were introduced in a second 
fitness function. To investigate the effect of the state of 
the database, this was reset a) after every iteration and b) 
after every test case in different experiments. 

The experiments were carried out using an open-
source REST API. In general, the GA did not surpass the 
results generated randomly in terms of code coverage. 
On evaluating this result, it was noted that the chosen 
REST API did not have a lot of interdependent calls. 
Nevertheless, the GA whose fitness function was 
influenced by an appropriate number of journeys, yielded 
better results than the GA with a fitness function based 
only on coverage.  Furthermore, when evaluating the 
realism of the generated test cases, those generated by 
the GA compared better with the tests written by a human 
tester than those generated by the random approach.  

The GA was affected by the state of the database, 
with the experiments in which the database was reset 
after every iteration converging much faster than the 
others. This lead to the conclusion that to achieve optimal 
results, the database should not be reset after each test 
case. In order that a GA could produce a good test suite, 
further work should be carried out such as experimenting 
with different REST APIs and finding the best possible 
parameters- possibly also refining the fitness functions.

Figure 1. Flowchart outlining the genetic algorithm

Figure 2. Results of experiments with the database being reset after every 
iteration
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The goal of this study is to produce techniques to 
generate alternative user interface (UI) designs and 
layouts for systems with their components. This may refer 
to both existing UI layouts and those that are yet to be 
designed. This study will show that UI layouts may benefit 
from algorithmic reasoning. Consequently, there may be 
more than one UX/UI design that could fulfil the same 
role, whilst also increasing human-to-system interaction 
efficiency and additional optimal designs.

This study seeks to add to the possibilities for use 
of UX (user experience) and UI design and, among other 
benefits, reducing the time required for developing these 
changes – while continuing to comply with the relevant 
standards. [1]. It focuses specifically on hardware-oriented 
UIs, such as instrument panels found in manufacturing 
plants, transportation systems and control systems. 
However, the principle could also be applied to software 
interfaces such as tablets. This study has faced multiple 
challenges, given the difference between physical and 
virtual interfaces and the wide array of environments in 
which they are deployed. Therefore, the ideal focus for 
this study would be an instrument layout that represents 
the majority of properties of interfaces found in most 
domains, whilst also containing attributes that would be 
present in most systems [2]. Aircraft cockpits have been 
found to contain the widest range of instruments with 
different interfaces and functions ‒ hence being a valid 
test subject for this study [3]. Another challenge was on 
how and by what means would a layout be re-constructed. 
Different layouts may be specifically intended to control 
certain processes and there are different algorithms 
that could be used to carry out such control [4]. This 
is dependent on the nature of the problem from the 
point of view of the various stakeholders with respect to 
various factors, such as efficient space utilisation, cost 
effectiveness, ease of use, among others. The algorithm 
that would prioritise certain characteristics required 
thorough research and subsequent reasoning. Another 
challenge encountered was that many UIs, such as those 
found in aircraft and power stations, are multi-user 
interfaces. This issue falls outside the scope of this study. 

Nevertheless, the underlying proposed solution resulting 
from this study is a system that would take an interface 
as an input, and produce multiple new designs using the 
same components of the provided design. The solution 
would be produced from algorithms that could break 
down the interface into smaller components, which would 
be re-arranged as necessary, in line with specifications. 
Drawing from model-based design, the model could be 
broken down by components, to which valued attributes 
could be assigned individually [5]. Thus, an algorithm 
could utilise the newly valued components to create a 
new design. 

This study produced three separate programs, each 
of which highlights a different aspect of the system. One 
of these focuses on displaying attributes and data of a 
design, and another focuses on producing new designs 
to be displayed in an instrument cluster. The remaining 
program produces new designs to be displayed and 
oriented in a limited area. The data has been processed 
through a user-submitted data file built against a template. 
The result of this study suggests that this proof-of-concept 
is valid and that a UI could be modified and improved 
using this methodology in order to improve the design and, 
consequently, the development process. This study could 
be further improved with more research on additional 
algorithms and further validation of the results of this 
study and integration for multi-user interfaces [6, 7].
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Figure 1. Limited area-based algorithm – depth-first search with 
disconnected procedures
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Testing systems designed to run in a distributed-network 
setting may be described as difficult at best. Writing test 
cases for all possible scenarios for such an architecture 
is virtually impossible, due to the random nature of the 
computer network. One must consider message delays, 
drops and duplications, network partitions and worst 
of all, random combinations of these events. Run-time 
verification (RV) may instead be considered to determine 
the correctness of a software system within such an 
environment. RV refers to the tracing of events and process 
flow by means of a ‘monitor’ to determine whether the 
observed behaviour is complicit with defined invariants. 
This is how Graft ‒ an Elixir implementation of the Raft 
consensus algorithm ‒ was evaluated. Raft is an algorithm 
used to manage replicated logs, i.e. an event log that is 
duplicated across multiple servers within a computer 
network. It achieves this by orchestrating a cluster of 
machines to operate as a coherent group, capable of 
tolerating the failure of ‘n’ participants within a cluster of 2n 
+ 1 machines. The orchestrator of the cluster is the leader, 
a server within the group elected within a time period to 
have full control over accepting client requests, replicating 
entries, applying entries when it is safe and replying back to 
the client when an answer has been computed. If a server 
is not a leader, then it is either a candidate (and waiting 
to receive majority votes to become leader) or a follower.

The main contribution of this project is Graft ‒ an 
application that could be used to set up local or distributed 

Raft clusters with customisable state machines. Graft’s 
correctness is supported through a variety of techniques, 
namely unit/integration testing and,  previously mentioned, 
RV. The latter was achieved by using detectEr, which is 
an outline-monitoring tool for the Erlang ecosystem. 
Monitors were attached to servers within the Raft cluster 
to trace occurrences of events during the system’s run-
time. This ensured that the implementation adhered to 
the main invariants of the Raft algorithm. A total of four 
distinct monitor specifications were used to verify Graft, 
none of which found any violations for the invariants they 
represented.

Figure 1. A visualised overview of the Graft application with a state machine 
designed to control a stack

Figure 2. The conditions in which a server within the Raft cluster changes its state
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Novel applications rely on data with a high number of 
attributes and a much richer set of data types (e.g. 
spatial data). Furthermore, applications that gather data 
from sensors generate datasets that include numerous 
dimensions. It is, therefore, recommended that indexes to 
be utilised in database management systems (DBMS), in 
order to retrieve data more efficiently against the cost of 
maintaining them [1].

Many researchers have endeavoured to create indexing 
solutions for managing high-dimensional data. A staggering 
number of factors affect successful indexing on multi-
dimensional data. Moreover, single-dimension indexing 
structure techniques do not generally apply in multi-
dimensional databases.

When indexing spatial data, the R-tree indexing 
structure is normally used. However, when using indexes on 
PostGIS tables, PostGIS recommends the use of the GiST 
index framework.  Furthermore, spatial indexing is provided 
with an R-tree over GiST scheme, as this framework allows 
data entries that are larger than 8Kb in size. This project 
plans to test whether a multi-dimensional index artefact 
would be worth introducing. Two types of datasets were 
used: a spatial dataset and a high-dimensional dataset. 
Different queries were run on the different datasets, and 
subsequently the query plan was recorded and analysed. 
The query planner was configured to run the queries under 

three different scenarios. The first scenario being with no 
indexes, a second scenario where the index was forcibly 
used, and finally giving a free rein to the enabled optimiser, 
i.e. where the query planner would be free to choose the 
execution plan.

This evaluation focuses on the differences of the 
recorded query plans, and calculations were made to 
determine when an index would be worth implementing, 
based on a breakeven analysis between query execution, 
index structure upkeep and use, and a simple amortisation 
of indexing-related costs (see Figure 1). Furthermore, 
this project aims to further reinforce the belief that 
indices should be used for high-dimensional data, and 
simultaneously providing a quantitative method to confirm 
whether to introduce these indices. One of the datasets 
used in the project was the publicly available spatial 
dataset of the public transport system in New York City. 
The other dataset that was utilised is a randomly generated 
table with a column containing a four-dimensional cube.

From the results obtained, one could conclude that 
the indexes were highly beneficial on large datasets. Also, 
when comparing the query plan chosen freely by the query 
planner with the manipulated query plans that were used, 
in most cases the query planner chose an execution plan 
similar to the one that was subjected to the involuntary 
index.

Figure 1. Logical-design diagram of the methodology used in the study
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The translation of natural-language specifications to model-
based specification could be defined as the translation 
from unstructured to structured-system specification. In 
this step, there is always the possibility of the presence of 
translation errors, such as human errors, which arise from 
unstructured text analysis [1,2]. This project aims to explore 
and study this translation process, with a view to propose 
an automated mapping paradigm to produce structured 
models from unstructured natural textual descriptions of 
system behaviour.

After substantial research on both unstructured and 
structured languages, the project focused on the translation 
of natural language to Unified Modeling Language (UML), a 
graphical language that includes various non-mathematical 
software-modelling techniques, each aimed at visualising, 
specifying, constructing, and documenting software 
systems [3]. The transformation was carried out through 
two main steps: analysis and data extraction from natural 
language, and mapping the analysed text to a specific 
formalised model notation.

The first stage includes the synthetic reconstruction 
of the specification text and various natural-processing 
techniques. Sentence segmentation, tokenisation, 
lemmatisation, parts of speech tagging and named-entity 
recognition all played a part in the text-normalisation 
displayed in Figure 1. Through this process, the ambiguity, 
inconsistency and incompleteness of natural language are 
tackled, producing a standard format that was sufficiently 
adequate to act as an input for the mapping paradigm.

The mapping paradigm involves a series of rules and 
patterns directed towards identifying the components of the 
UML models. This project concentrates on the development 
of use-case diagrams, which are directed towards system-
client interaction and highlighting system functionalities, 
and class diagrams, which provide visual schematics of 
the system that assist its design and implementation [3]. 
Elements and their relationships could be identified by 
using the first-stage output against the mapping paradigm. 
Through this step, a visual representation of the diagram is 
presented to the user.

The proposed fully automated system, as illustrated 
in Figure 2, provides the developer with a tool that could 
create diagrams with accuracy and ease, facilitated with 
optional manual refinement, thus being of help in the 
validation and verification of the system. This improves the 
system analysis by the client and the development team 
through the detection of errors prior to development. Thus, 
any risk could be better pre-empted and averted, making 
the development life cycle process more efficient, in terms 
of time and cost [4].
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Figure 1. Example of natural language processing

Figure 2. Flow diagram of the proposed solution
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Automated Face Reduction
Dejan Aquilina Supervisor: Dr Ing. Reuben Farrugia
Course: B.Sc. (Hons.) Computer Engineering

The General Data Protection Regulation (GDPR) [1] was 
implemented in May 2018, giving individual citizens 
the right to request the deletion of any personal data, 
including closed-circuit TV (CCTV) footage. Being generally 
installed in public spaces, such as shops, banks and in 
many streets, CCTV cameras are virtually ubiquitous. 
This makes the deletion of personal data from CCTV 
particularly problematic. Firstly, surveillance footage is 
required intact in the event that it might be called upon 
as forensic evidence in court. Secondly, obfuscating 
frames concerning a particular individual from a video 
would require substantial manual work, as the process 
would entail reviewing the entire footage, finding all the 
frames where the specific person or persons would be 
visible, and manually obfuscating them.

Semi-automated video redaction tools are currently 
available commercially. Among others, IKENA Forensic 
and Amped FIVE software packages [2, 3] allow the user 
to specify the area of interest to be obfuscated. With the 
use of semi-automated tracking techniques, the object 

of interest is followed throughout the footage. Although 
this tool facilitates the process, the identification of the 
person of interest would still necessitate the manual 
scanning of the video, which is a highly time-consuming 
task. Moreover, another major issue with the above-
mentioned tools is that the licence to use them costs 
thousands of euros.

This final-year project involves the design and 
implementation of an open-source automated video 
redaction method that can automatically detect the face 
of the person or persons of interest in the video footage, 
and obfuscate them throughout the same footage. Deep 
learning was used to detect [4] and recognize [5] the 
object of interest, in preparation for face obfuscation. 
Dense optical flow [6] was subsequently used to track 
the face of the person of interest within the video, which 
was then obfuscated. This method achieved an accuracy 
higher than 90% in an indoor environment. 

A video demo of the project can be found through the 
following link: https://youtu.be/1SeYgnt1Ny8

 Inputted image to find and blur in video 

Outputted video frames with black box on person of interest 

Inputted video frames to use to find person of interest 

Face 
detection 

and 
cropping of 

image 

face detection  face recognition  

face tracking  obfuscation  
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Figure 1. System diagram Figure 2. Convolutional neural network architecture
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In Industry 4.0, the user is overwhelmed with all the 
information that is generated from the machines. This 
creates a problem, as informative irregular errors could 
get lost in the sea of data. Hence, virtual interfaces-
responsive & adaptive (VI-RA) was designed employing 
anomaly detection to identify these abnormal entries 
within a multitude of data. VI-RA could then visualise data 
for each zone on site to the user through an augmented 
reality (AR) application, allowing for interaction with the 
display to reveal information about the errors.

VI-RA makes use of three main methods for the 
identification of anomalous data. The first method makes 
use of an auto-encoder that identifies an anomalous field 
by passing data through a trained model and indicating 
which entries return the largest error. The second method 
uses a de-noising auto-encoder to reconstruct missing 
fields within the dataset. This allows for a comparison 
between an expected and generated output towards 
singling out the anomalous field. The final function 
generates a scatter plot from the auto-encoder’s thought 
vector so as to produce a visual representation of the 
dataset. The distance between the generated data points 
is then used to identify anomalous fields. Although this 
method managed to generate the desired results in this 
study, it proved to be the least consistent among the 
three. This was more evident as the complexity of the 
anomalies within the dataset increased. On the other 
hand, the auto-encoder and de-noising auto-encoder 

could return the desired anomalous entries with better 
frequency, thus proving to be the more promising methods 
for anomaly detection.

An AR application was used to allow the user better 
visualisation and interaction with certain achieved 
results. The scatterplot co-ordinates for each zone 
within the dataset are sent over an API and received by 
the application, which displays a three-dimensional plot 
over a respective QR code for each zone. The points 
reveal information about their relative-error occurrence 
when interacted with, allowing for outliers to be easily 
identified, and the cause of their occurrence to be 
immediately evaluated.

Figure 1. Data-flow diagram for VI-RA

Figure 2. Diagram of the AR application, displaying the 3D scatterplot for a 
zone showing  single-point data
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Age Estimation using Deep Learning
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Course: B.Sc. (Hons.) Computer Engineering

The progress of computer vision has made great strides 
in recent years, thanks to the significant research that 
was conducted exploring different applications of neural 
networks on images. One of these applications is age 
estimation. 

In view of certain factors, such as face orientation, 
illumination quality, occluded faces, and black-and-
white images – all of which could significantly affect the 
outcome – accurate age estimation could be difficult to 
achieve. However, recent advances in deep learning have 
achieved state-of-the-art performance on challenging 
datasets. The computer-vision software company 
Sighthound [1] claims to have achieved the lowest mean 
absolute error to date. In fact, the company also offers its 
neural network expertise as a service to retail businesses, 
enabling the latter to gather different statistical data 
about their customers, such as age and gender. 

Age estimation is considered to be challenging in 
terms of regression analysis, due to the number of 
age-classification possibilities (ranging from 0-100+) 
and the extensive research conducted using different 
classification methodologies. Moreover it could be viewed 
as a texture pattern, in which the features could be used 
like local binary patterns, biologically inspired features 
and convolutional neural networks (CNNs) which, in 
recent years, experienced a surge of popularity due to the 
outstanding performance in face recognition.

This project has investigated the use of deep learning 
for age estimation. Instead of creating a CNN and training 
it from scratch, this study draws from transfer learning, 
by using a pre-trained model called VGG-Face, which has 
been trained on thousands of images for face recognition. 
A support-vector regression (SVR) model was then trained 
on the features outputted by the CNN to reach the final 
age estimation, by fine-tuning the data obtained through 
VGG-face. The study made use of over 60,000 images to 
train and test the network, which achieved an accuracy of 
±6 years. Although this number of images is not sufficient 
for training a neural network from scratch, it is adequate 
for the purpose of transfer learning.  
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Figure 1. The age distribution of the IMDb-Wiki dataset

Figure 2. Different examples of age estimation using the VGG-FACE transfer 
learning model
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Workplace Assistant Augmented Reality
Gabriel Camilleri Supervisor: Dr Vanessa Camilleri
Course: B.Sc. IT (Hons.) Artificial Intelligence

Starting a job in an office tends to be very stressful for 
an intern or a new employee, and the first day at the 
office could be particularly challenging. It takes time for 
the new staff to adjust and to grow familiar with other 
employees and their duties, and how they could be of 
assistance to the existing staff. Furthermore, it could 
take some time for new staff members to learn the 
ropes and their purpose within the office building, while 
understanding and learning how to use certain equipment, 
such as an automatic key lock or even just a coffee 
machine. Therefore, the app being proposed – Workplace 
Assisted Augmented Reality seeks to identify the users’ 
requirements for accomplishing a specific task within the 
workplace through user profiling and recommendation, 
whilst providing the relevant information for the users to 
learn and understand the environment around them via 
augmented reality (AR).

The application is intended to guide new employees 
through an adapted process that would enable them to 
understand the environment around them, the equipment 
they might use daily, and directions for easily finding their 
way between offices. It is also intended for guiding the 
users, by providing them with relevant information in order 
to succeed in their assigned task. The system incorporates 
collaborative filtering and a similarity-based technique 
using the SVD++ model and item-to-item-based similarity 
respectively, to provide recommendations ‒ along with 
deep learning and traditional computer-vision techniques 
using Vuforia ‒ to provide augmented reality.

Using the above-mentioned tools, the system provides 
information about offices, directions towards specific 
offices, and information on how to utilise the coffee 
machine of the company, for which the application was 
tailor-made..

From the tests performed, the indication is that the 
SVD++ model was the most efficient for the AR environment 
in comparison to other machine learning models. SVD++  
achieved an average root-mean-square error and mean 
absolute error of 3.1226 and 2.6866, respectively. The AR 
component achieved promising distance, colour, rotation 
and occlusion variance values. User evaluation results 
have given positive indications that the AR application 
was usable, useful and effective. In addition, this study 
proposes a number of recommendations on how this 
application might be improved further.

Figure 1. Model target-generation via Vuforia’s deep learning techniques

Figure 2. A 3D holographic map of the workplace, showing given directions 
towards the accountant’s office, and recommended rooms and offices via 

collaborative and similarity-based techniques
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A Study on the Effect of  
Target Object Size in Object Detector
Jacob Cassar Ellis Supervisor: Prof. Matthew Montebello
Co-Supervisor: Mr Dylan Seychell
Course: B.Sc. IT (Hons.) Artificial Intelligence

Recent years have seen an impressive increase in the 
efficiency and accuracy of object-detection models 
through the use of region-based convolutional neural 
networks (RCNN). Many studies have been carried 
out that revolve around testing the limits of object 
detection. However, the detection of small objects still 
poses numerous issues. In fact, small-object detection 
is considered to be a significant issue for a number of 
reasons. One of these is the reduced accuracy of these 
systems resulting from relatively coarse feature maps, as 
they lack the information required for sufficient detection. 
Moreover, accuracy is compromised as these networks 
struggle to distinguish between foreground and complex 
backgrounds, such as rough terrain.

An experiment was undertaken to investigate the 
suitability of artificial intelligence (AI) techniques in 
analysing the effects on multiple-object detection models 
resulting from the distance between the capturing device 
and the object requiring detection. The set-up requires 
a custom dataset containing object instances that are 
identifiable by the implemented models, each with an 
object instance at a varying distance.

The starting point of the system is the sourcing 
of state-of-the-art object-detection models that are 
trained on the COCO dataset. To evaluate each model, the 
custom dataset was prepared in a private-environment 
set-up, with pre-established distance measurements and 
multiple small objects placed in plain backgrounds for 
detection. By changing the range of distances, each object 
instance underwent a change in spatial resolution in order 
to determine its effect on the accuracy of the model. 
Once the dataset was obtained, each of the models were 
implemented using a Python environment. Before applying 
the custom dataset, a series of baselines were initially 
tested to ensure that each model could correctly identify 
the selected object instance to be used as a ground truth. 
Once the baselines were established, each model was 
tested and evaluated using the custom dataset.

The designs and methods that were implemented 
were constructed in such a way as to provide a user-
friendly system. Moreover, the aim of this project was to 
lay the foundations for future studies regarding small-
object detection, by providing a different point of view to 
the issue of small-object detection.Figure 1. High-level architecture for testing an object-detection model

Figure 2. The architecture for a custom-dataset set-up
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A data-analytic and machine learning 
approach to diabetes monitoring
Daniel Anthony Cilia Supervisor: Dr Michel Camilleri
Co-Supervisor: Mr Joseph Bonello
Course: B.Sc. IT (Hons.) Software Development

Diabetes mellitus – commonly known as diabetes – is one 
of the most prevalent challenges in modern healthcare. 
Whilst presenting itself in a variety of types, its salient 
characteristic is the inability of the body to regulate 
blood sugar (glucose) levels, significantly hindering the 
individual’s health and general well-being. Although a cure 
is yet to be found, diabetes could be kept in check through 
regular exercise and a well-balanced diet, coupled with 
keeping track of fluctuations of blood glucose through 
constant monitoring. The latter is considered by many as 
a necessary evil, as current monitoring solutions entail 
highly invasive procedures alongside other drawbacks 
that further tarnish the patient’s quality of life [1]. Recent 
studies have presented interesting use-cases for machine 
learning (ML) algorithms to predict glucose levels within a 
certain time frame [2, 3].

The study was carried out within the framework of two 
main considerations. The first seeks to establish whether 
physiologic parameters, gathered from non-invasive 
sources, could be used to improve glucose predictive 
accuracy. The second consideration investigates whether 
the elimination of data gathered in an invasive manner 
would yield clinically acceptable results.

Multiple data analyses were conducted using time 
series data obtained from a sizeable ML dataset called 
OhioT1DM [4]. The first phase consisted of analysing 
and generating predictions with the aim of improving 
predictive performance. This was achieved by using 
feature-engineering techniques and splitting the dataset 
into different feature combinations. Data features were 
organised into the following groups: Glucose (G), Insulin 
pump (P), Fitness band (B) and Self-reported (S). Separate 
analytic steps (pipelines) were performed on each group, 
with the aim of producing a refined feature set, upon which 
ML models could be applied. Different combinations were 
tested on multiple linear regression (MLR) and XGBoost 
models. The results produced were evaluated to gauge 
the effectiveness of the input combination. In the second 
phase of experimentation, glucose-level values and their 
derived attributes were omitted completely from input 

features, and the corresponding predictive accuracy was 
evaluated. This was done to support, or otherwise, the 
ongoing research objective that non-invasive glucose 
monitoring could be achieved by means of multi-
physiologic sensor monitoring. Root mean squared error 
(RMSE), mean absolute relative difference (MARD), R2 
coefficient, and surveillance error grid (SEG) analysis were 
used as metrics to evaluate the produced results.

The findings suggest observable gains in predictive 
accuracy obtained using simple ML models, provided that 
the appropriate data-preparation mechanisms would be 
in place. This indicates that a simple and computationally 
lightweight model, such as MLR, could be used in, for 
instance, a mobile environment ‒ with positive results. The 
importance of handling missing data is also highlighted, 
as features having significant gaps hindered predictive 
accuracy. In such cases, a totally non-invasive feature 
configuration would most likely yield poor results. For 
these reasons, further research in this field is warranted, 
particularly within the context of using more complex 
models to identify any potential hidden links among non-
invasive features.

Figure 1. Prediction results from a multiple linear regression model trained 
on glucose values of up to two hours beforehand
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“To trust a LIAR”:  
Does Machine Learning really classify  
fine-grained, fake news statements?
Mark Mifsud Supervisor: Dr. Colin Layfield
Co-Supervisor: Dr Joel Azzopardi
Course: B.Sc. IT (Hons.) Software Development

Fake News is a contemporary problem which causes serious 
social harm. People have been killed because of false 
assertions on online media [1] [2]. Early detection of fake news 
is therefore a critical problem in machine learning and NLP 
(Natural Language Processing); and a very challenging one.

This study attempted to automatically classify short 
claims, related to US politics, according to six levels of 
veracity, ranging from ‘True’ to “Pants on Fire” (ie. complete 
fabrications). These statements, taken from the LIAR dataset 
[3] were fact checked and pre-classified by experts for 
Politifact.com.

In order to achieve a better accuracy score than 
previous studies, state-of-the-art, machine learning 
models known as transformers were used. Transformers 
are Deep Learning architectures meant to improve 
language understanding. Among these were Google’s 
BERT [4]. BERT is the same language processing model 
that is used by the leading search engine to understand 
complex search queries. Other transformers like RoBERTa 
and ALBERT were also used. Such models have previously 
performed significantly well on several NLP tasks. To 
improve the classification of the claims, a simple neural 
network was also used to augment the transformer 
models so that they could utilise the claim maker’s 

reputation score, thus enhancing the overall classification 
(Figure 1).

While the higher accuracy score was indeed achieved 
(Figure 2), the methods’ ability to help mitigate the real-life 
problem of fake news’ early detection, was still questionable. 
Flaws in the LIAR dataset were found, raising doubt about 
the validity of studies that used this dataset. For this reason, 
further experiments were done on the models built, to test 
their reliability. Flaws found in the models are discussed. Flaws 
include bias and the fact that they does not really model veracity 
which makes them prone to adversarial attacks.

It was noticed that the statements in the dataset would 
require knowledge of the real world to accurately label as either 
true or false. The question inevitably arose about whether purely 
NLP-based, fake news classification, in general, can really be 
used to detect deception or whether it is an ill-posed problem.

A critique of this area of study was done. After scrutinising this 
study’s own models, previous meta- studies and psychological 
studies about detecting deception, the author presents the 
argument that language-based, fake news classification should 
be treated as an ill-posed (unstable) problem. Some potential 
solutions to stabilise the problem in future studies are also 
suggested.
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Figure 1. How the neural network used the speaker’s reputation score and 
the classification output from the state- of-the-art accuracy score on fake 

news classification Figure 2. A comparison of the accuracy score of previous studies against this 
study together with what deep learning model and data were used by each.
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Optimising station-stocking in  
bicycle-sharing systems
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Course: B.Sc. IT (Hons.) Software Development

This study aims to examine algorithmic approaches in 
increasing efficiency in bicycle-sharing systems (BSS), with 
the aim of increasing bicycle-sharing sales by ensuring 
availability when needed with the use of active restocking 
techniques. The study revolves around the dataset from 
a full year of BSS operation for the most popular bicycle-
sharing service in New York City, Citi Bike.

Public bicycle schemes have received increasing 
attention in recent years. As of 2013, there were over 500 
bicycle-sharing schemes around the world, and this figure 
is on a constant, albeit gradual, increase. More people are 
shifting towards renting bicycles for short trips due to the 
inexpensiveness of the scheme, as well as its convenience 
and minimal impact on the environment. Most of the 
current bicycle-sharing structures are automatic rental 
systems supported by information systems that can easily 
record data about a trip from the moment a user takes a 
bicycle from a pick-up point until the user deposits it at 
a docking station[1].

Despite being popular, the Citi Bike service is not 
always plain sailing. One of the drawbacks, for example, 
is that the high demand for this service by commuters 
heading for work results in a rapid exhaustion of 
bicycles at pick-up stations during peak morning hours 
in residential areas. Similarly, the docking stations in 
commercial areas fill up very quickly, rendering them 
unable to accommodate more bicycles [2].

Users of bicycle sharing systems unwittingly cause 
an imbalance in the system by creating demand in an 
asymmetric pattern, which may lead to unavailability of 
bicycles when the demand is high. This, in turn, brings about 
the potential loss of sales. In some situations, restocking a 
BSS (i.e. replenishing bicycle stations with full stock) after 
hours is not enough to warrant a well-balanced system.

This study focuses on the exploration of different 
means as to how to increase the efficiency of the scheme, 
primarily by rebalancing bicycle stations. At the most basic 
level, it would be necessary to determine the intensity of 
the demand experienced at the station(s) under observation 
at any given time. In this context, ‘demand’ refers to 
the number of bicycles taken out of a station at a given 
time. Thus, prediction of trip-demand at a station level is 
beneficial when seeking to predict the required stock at 
the respective stations. Knowing the possible number of 

future trips would be useful in the planning of when and 
how to restock during system operation. Hence, a scientific 
approach on this problem must be taken.

Data exploration was used to identify patterns and 
relationships in trip usage. Furthermore, it was established 
that machine learning techniques would be necessary 
for prediction of hourly demand of trips per station at a 
particular time of day. In addition, this study presents a 
number of bicycle (re)stocking strategies in the form of 
algorithms, as well as an array of predictive models used to 
anticipate the aforementioned hourly demand. 

The outcomes of the optimised best predictive model, 
combined with (re)stocking algorithms, would determine 
if system efficiency could be improved in terms of less 
opportunities lost in deposit and pickup This would 
optimistically result in better availability of bicycles in 
stations, thus possibly increase customer satisfaction, and 
in turn potentially translating into more sales.
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Figure 1. Relevance tree outlining the challenges of the bicycle-sharing 
process
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A Citizen Approach for the Collection of Data 
to Train Deep Learning Models
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Co-Supervisor: Prof. Joseph Buhagiar
Course: B.Sc. IT (Hons.) Artificial Intelligence

Over recent years, technology in nature studies offered 
assistance in academic research and solutions for 
environmental crises. Machine learning is an approach 
that could continue to further the technological progress 
of this field. However, it is also widely acknowledged 
that machine learning techniques require a considerable 
amount of data, which could be particularly challenging 
to compile. Maltese botany is one area of interest that 
lacks the required quantity of data, resulting in limited 
technological advancements in the said field. Training a 
deep-learning network with insufficient data would cause 
overfitting. Therefore, auxiliary techniques would be 
required in order to overcome this issue.

The first part of this study investigates the training 
of a deep learning model that makes use of a limited 
training dataset utilising techniques such as data 
augmentation, data scraping and transfer learning. The 
deep learning model that was considered consisted of 50 
categories, incorporating species endemic or indigenous 
to the Maltese Islands (such as the Maltese sow thistle). 
Data scraping was used for the collection of all available 
data. This technique did not generate sufficient training 
data, with sample sizes ranging between 10 and 217 for 
each category. Subsequently, data augmentation was 
used to enhance the dataset with augmented data. It 
was concluded that data augmentation performed well 
on both the training data and the testing data, generating 
a higher accuracy model than when data augmentation 
was performed solely on the training dataset. Different 
transfer learning models were also evaluated, and it was 
observed that the VGG-16 model outperformed the other 
models considered, generating an accuracy of 47.87%. 
This indicated that, although techniques such as transfer 
learning and data augmentation were implemented, the 
accuracy of the model was still relatively low.

While supporting the training of the deep learning 
model, these techniques were not a replacement 
to the data. This low accuracy of an improved off-
the-shelf model showed the relevance of the initial 
hypothesis that citizen science (CS) would be required 

to enhance deep learning models. Consequently, this 
study has experimented with CS as a data-augmentation 
technique. CS and mobile-communication technology 
enable volunteering participants to contribute to 
the crowdsourcing of data. Since CS depends on the 
structure of society and culture, a questionnaire-based 
survey was conducted to determine the opinion of the 
general public regarding level of interest and willingness 
to participate. Out of the 243 respondents, it was only 
13.2% who stated that they were not interested in such 
a mobile-communication system for crowdsourcing 
data. Due to the existing COVID-19 situation, the 
application could not be distributed and tested by 
the general public. However, the 230 images that had 
been gathered previously were used as an evaluation 
of the communication system. The collected data was 
also utilised to generate visualisations of the current 
distribution of Maltese flora.

Drawing from the research results, as outlined above, 
it was concluded that the use of CS would be essential for 
the improvement of deep learning models, when required 
to be employed in more widespread applications.

Figure 1. Data-flow diagram of the system
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Automated Gait Analysis
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Gait analysis is the systematic study of walking patterns. 
Typically, expensive and intrusive marker- based methods, 
in conjunction with multiple infrared cameras, are used 
to produce kinematic data that concisely quantifies the 
walking behaviour of a person. Subsequently, specialists 
interpret conclusions from the kinematic data to make 
diagnoses. The aim of this research is to develop an 
automated alternative to marker-based methods for gait 
analysis.

The study proposes an automated method based on 
artificial intelligence that is able to achieve kinematic 
data consisting of varying left and right joint angles for 
hips and knees. All of this was obtained from videos 
capturing the side and front views of a walking subject. 
The method makes use of pose estimation, as well as 
a pipeline of techniques for calculating and processing 
kinematics. Included in the pipeline is a procedure based 
on ankle displacement for sampling walks into cyclic 
periods known as gait cycles.

Video data for the automated method, as well as 
marker data for a well-established marker-based method, 
was collected simultaneously in a biomechanics lab for 
comparison. Per participant, the automated method 
achieved a minimal error of about 3.14 degrees for left 
and right joint angles of hips and knees. This coincides 
with the measurement error of marker-based methods, 
which most studies have found to be less than 5 degrees 
(McGinley et al., 2009).

A binary classification experiment was performed with 
the kinematics of the automated method, in samples of 

gait cycles. Support vector machines achieved a 79% 
accuracy in detecting whether the walk of a person was 
normal or abnormal. The automated method has proven 
to be more suitable for data collection and processing 
than marker-based methods, and it may be utilised for 
further gait-classification procedures. It reduces the 
effort and financial investment needed for gait analysis, 
leading to a wider diffusion in the healthcare and research 
communities. The proposed automated method could 
also serve as a basis to train a classifier with sufficient 
kinematic data to accurately deduce gait-related 
conditions, and minimise the involvement of specialists 
for diagnoses.

Figure 1. Pose estimation of a video frame with side and front views of the 
participant. Person detection is followed by keypoint detection resulting in 

pose-estimation graphs

Figure 2. The average and standard deviation of kinematic signals of 
the proposed automated method (in colour), superimposed on the lab’s 

marker-based method (in grey). This shows a sufficient similarity for 
effective and automated gait analysis
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Teaching AI through Augmented Reality
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Artificial intelligence (AI) has pervasively penetrated every 
aspect of our life, impacting the way society operates 
in general [1]. Such an emphasis on this technology 
highlights the importance that the general public could 
clearly comprehend and appreciate the nature and scope 
of AI.  This awareness must be nurtured from a young age, 
as children today constitute tomorrow’s society, and are 
therefore required to be fully conversant  with AI and how 
it could render their lives easier [2], [3].

This final-year project seeks to address the challenge 
of teaching AI concepts to children, by offering a digital 
tool to help teachers/educators achieve this. This digital 
tool is an Android application that was developed using 
Unity which in turn uses the Vuforia Augmented Reality 
software development kit. The application also makes 
use of the Google Cloud Platform (GCP) and Google App 
Engine in order to expose a Python-based web Application 
Programming Interface (API) containing convolutional 
neural networks (CNN) developed using Keras. The 
application is in the form of a game in which children 
need to teach an augmented reality (AR) robot how to 
classify different colours by providing images to train the 
CNN. The application provides step-by-step instructions 
on what needs to be done by the user as well as simple 
explanations on the machine learning (ML) concepts being 
used. These concepts include: neural networks, training a 
neural network, and using neural networks for predictions 
and classifications. The gamified system is intended to 
encourage children to take interest in what they are being 
taught [4].

Whereas the interface of the application was designed 
using Unity, the CNN was designed using Python. The study 
discusses how the application transfers data between the 
Unity interface which uses the C# Programming language 
and the CNN, written in Python, through the means of a 
Google Web API. The expected outcome of this final-year 

project is to provide an entertaining teaching method to 
motivate children to learn important concepts of ML, this 
being a very important area of AI. The proposed method 
has been deemed to be more engaging, thus rendering the 
topic easier to understand than if it were taught through 
traditional teaching methods [5].

The effectiveness of the application was evaluated by 
comparing the level of knowledge gained after watching 
a video and using the application. The video was created 
specifically for the purpose of the study, and designed 
to convey the same information as the application. 
Target users (ie. children) were asked to answer the 
same questions after watching the video and using 
the application. The quality of these answers has been 
reviewed in order to identify whether the participants 
gave better answers after having used the application.

Figure 1. Flow of data between the application interface and the cloud-
based API.
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Over the last few decades, the business of digital and 
video games has risen exponentially. Game artificial 
intelligence (AI)in particular is a niche that has been 
gathering considerable momentum within the game-
development industry [or sector]. This is mainly due to 
its higher-fidelity graphics and more engaging game plots 
and narratives than those present in ‘standard electronic 
games. Research and development in the area is registering 
increased progress in a number of AI technologies.

Game AI research, which has been ongoing over 
the past 20 years, has also seen an increase in the 
investigation of how AI could be used to enhance the 
user gameplay, experience, rather than merely playing 
to win against human players. The concept in applying 
AI techniques is to equip non-player characters (NPC) 
with intelligence through the use of different techniques. 
NPCs are AI-controlled characters within the video game, 
which characters would have different typologies, such as 
companions and enemies. 

This study investigates different AI techniques 
for the generation of NPCs, and how these might in 
turn affect the user’s experience, by evaluating user 
engagement and satisfaction. Game studies indicate 
that the use of attractive graphics, good sound-quality 
and music, are essential game elements in improving 
user satisfaction. However, this study proposes an 

additional element to further ensure user satisfaction 
in gameplay, namely intelligence in NPCs. As a proof 
of concept, a survival game was developed using 
the cross-platform game engine, Unity 3D. Different 
AI techniques, such as finite-state machine (FSM), 
behaviour-based NPCs and reinforcement-learning 
(RL) agents were applied to the game’s NPCs, and 
these were in turn tested and evaluated from the 
user-experience perspective. Whereas, in the case of 
behaviour-based NPCs the actions were predefined, 
reinforcement-learning agents learned the actions 
depending on the in-game rewards obtained.

The satisfaction of the user was calculated by using 
the Game User Experience Satisfaction Scale (GUESS). 
This tool offers a good indication of the aspects of the 
game about which the user would feel more satisfied. 
The results obtained revealed a total average satisfaction 
of 5.8/7 on the GUESS scale. The survey results also 
indicated that users preferred the behaviour-based 
approach in favour of reinforcement learning. One possible 
explanation is that this particular group of users preferred 
to predict and anticipate the actions and reactions of the 
behaviour-based companion NPC, since all of its actions 
were predefined. It is to be noted that these preferences 
are subjective, depending on the type of audience playing 
the game.

Figure 1. Unity training area for reinforcement-learning agents

Figure 2. A scene from Game World, which was developed specifically for 
this study

GAImE – Investigating Game AI  
for Enhanced User Experience
David Vella Supervisor: Dr Vanessa Camilleri
Co-Supervisor: Prof. Vince Briffa
Course: B.Sc. IT (Hons.) Artificial Intelligence
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Named-entity recognition (NER) is a subtask in the field 
of natural language processing (NLP), whereby named 
entities such as ’person’, ‘organisation’ and ‘location’ 
are identified and labelled in text. NER is a substantial 
contribution to information extraction, as it identifies 
the named entities from which the required information 
could be extracted, such as how they relate to each other. 
This is also known as ‘entity linking’. 

In general, state-of-the art NERs are trained on large 
corpora, with named entities already tagged through 
human-annotation initiative. However, not all languages 
have the benefit of a sufficiently large corpus. In fact, 
Maltese lacks both available NER-annotated datasets and 
previously created Maltese NER models. Hence, the aim of 
this study was to conduct research about previous low-
resource NERs to obtain enough knowledge to contribute 
towards resolving the challenging task of creating and 
evaluating the first NER system for Maltese.

In this project, a small dataset of 500 sentences 
extracted from the MLRS corpus was created. Sentences 
are manually annotated at word level using the following 
categories: ‘Person’, ‘Location’, ‘Organisation’ and 
‘Miscellaneous’. These are further annotated using the BIO 
tagging system which indicates whether the words are 
found in the (B)eginning, (I)nside or (O)utside of a named 
entity. In order to broaden the dataset, transfer learning 
was tentatively applied by including datasets from other 
languages, namely English, Italian, Spanish and Dutch.

The experiments sought to evaluate the use of 
two techniques – Conditional Random Fields (CRF) 
and bidirectional long short-term memory conditional 
random fields (BiLSTM-CRF) as a deep learning approach. 
These experiments also required considering a number 
of scenarios, since there were no specific annotation 
guidelines for Maltese. Initially, tags were limited to 
the ‘Person’, ‘Organisation’ and ‘Location’ labels, with a 
later introduction of the ‘Miscellaneous’ tag for further 
experimentation. It was also necessary that analysis 
of the tags would match what was available in the 
selected multilingual NER datasets to streamline the 
transfer learning for the Maltese annotations. We also 
experimented with the size of the multilingual corpora 
to analyse the impact that other languages could have 

on Maltese NER system. This was done incrementally 
with the first corpus containing Maltese only, and then 
the others containing one of the following amounts of 
sentences from each language: 200, 300, 400 and 500.

This project has sought to demonstrate the 
feasibility of transfer learning in training an NER system 
for Maltese in a low-resource setting.  The experiments 
resulted in a large number of setups, totalling 40 distinct 
experiments. The best results were obtained by three 
equally successful systems achieved by the BiLSTM- 
CRF experiments. One of these systems was trained 
on Maltese and 300 extra sentences from the other 
languages without making use of the ‘Miscellaneous’ tag. 
The other two systems were trained on Maltese, together 
with 400 and 500 extra sentences from all the other 
languages, excluding Dutch.

Figure 1. A visualisation of the typical output of an NER system, which has 
been extracted from the Google Cloud NER API demo output
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Operational research is an important subfield of applied 
mathematics that provides decision-makers with 
quantitative information derived from mathematical 
modelling and statistical analysis. The earliest 
applications of modern-operations research were to aid 
decision-making in World War II manoeuvres. Today, it is 
frequently used over a wide array of industries to analyse 
and optimise complex systems.

The two major subdisciplines of operational research 
followed throughout this study were: simulations and 
stochastic modelling. Computer simulations are models 
that represent real-life processes and systems, developed 
in order to analyse how they work.  Additionally, these 
representative models are used to run calculations and 
make predictions. A stochastic simulation is a special 
type of simulation, which has variables that change 
randomly according to the stated probabilities.

In this study, a stochastic model of the operating 
procedures of the Accident & Emergency (A&E) 

Department at Mater Dei Hospital (MDH) was developed 
to represent the system under study. This representative 
model was developed through a dataset acquired from 
the said A&E Department. Extensive data-cleaning 
was performed on the dataset prior to developing 
the simulation tool. Once this data-manipulation 
process was completed, the current configuration of 
the operating procedures was derived and stored in a 
JavaScript Object Notation (JSON) file. This JSON file 
was then used in the main process of the simulation.

The developed tool simulates the input/ throughput/
output model applied to individual patients upon 
admission to the A&E Department at MDH. Through 
the use of the pre-calculated probability distributions, 
the tool determines how many patients are admitted 
each hour, the duration of each step of their stay and 
the sequence of steps they follow from admission to 
discharge.

The purpose of this research is not just to detect 
flows that could exceed the A&E key performance 
indicator (KPI) for the discharging of patients, but also 
to provide medical professionals with a configurable 
simulation tool, within which proposed changes to 
the operating procedures of an A&E department could 
be tested and evaluated. This tool seeks to enable 
stakeholders to successfully implement the proposed 
changes to the operating procedures after analysing 
and verifying their effects, thereby safeguarding the 
patients’ wellbeing and improving the quality of the 
healthcare provided.

Figure 1. The data flow and processes

Figure 2. The input/throughput/output model

Identifying bottlenecks in operational 
workflows at the Accident & Emergency 
Department at Mater Dei Hospital
Marco Attard Supervisor: Mr Joseph Bonello
Co-Supervisor: Dr Michel Camilleri
Course: B.Sc. IT (Hons.) Computing and Business
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Detecting comparatives in images
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Image understanding (IU) is a subfield of computer 
vision (CV), which seeks to detect the semantics of an 
image. Object detection in images is the first step in IU. 
However, a list of objects alone is not enough for most 
applications in a number of areas, such as robotics, 
image-description generation and visual question-
answering. Previous work dedicates significant effort  in 
the detection of attributes (e.g. green box) and relations 
(e.g. on top of). On the other hand, comparatives (e.g. 
larger or taller than) is a relatively unexplored area. In 
this project In the absence of an existing dataset, this 
project required the building of data-driven pattern 
recognition (machine learning) models are built to detect 
comparatives in images. Moreover, a literature survey 
on gradables and comparatives was carried out before 
collating a suitable dataset.           

 In the absence of an existing dedicated dataset, one 
was collated from readily available, human-annotated, 
easily obtained datasets, more specifically and primarily 
from: single-label annotation datasets; image-description 
datasets and visual question-answering datasets. The 

dataset consists of images and identified object pairs 
with respective bounding boxes, and the corresponding 
relevant comparative, used as a gold label for the models 
to be built. This could be seen in Figure 1, where the 
comparative ‘bigger than’ was assigned to the object pair 
(‘teddy bear’, ‘person’), and the objects identified with 
bounding boxes (blue and red respectively). The models 
make use of language features ‒ as well as geometric 
features computed from the selected bounding boxes 
‒ in order to predict the comparatives relating to the 
identified pair of objects. The models developed were 
analysed and compared. 

This study also discusses the challenges that arise 
in the tasks that attempt to extract semantic value from 
images using a set of features, as well as the challenges 
due to the ambiguity of the comparatives from a language 
perspective. The list and distribution of comparatives 
from the collated dataset can be seen in Figure 2.

The visual comparatives dataset and the results and 
critique of the models developed for the purpose, set 
the foundations for future work in this area.

Figure 1. Example of an image from the collated dataset

Figure 2. Distribution of classes in the collated dataset
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The World Health Organisation estimates that as a result 
of road traffic accidents, the lives of about 1.35 million 
people are ended each year [1]. Traffic accidents lead to 
loss of life and property; therefore, it is imperative to 
understand road data to provide safe traffic movements 
to the road users and ensure their safety [2].

The main objective of this study is to contribute 
towards creating safer roads by generating awareness 
amongst drivers of the risk of using particular routes. It is 
difficult to stop road accidents from occurring especially 
with the increase in vehicles on the road that we have 
seen in recent years. However, it is not impossible 
to reduce the impact of road accidents on drivers by 
extracting knowledge and patterns from reported data 
and informing drivers of potential risks.

This research project presents a probabilistic 
approach on how to measure and determine the risk of 
dangerous roadways. Data on road accidents from 2015 
to 2019 from two separate data sources, the police and 
local wardens, was obtained and cleaned, processed 
and investigated to create a clear picture of the unsafe 
and hazardous roads in Malta. This work presents a 
methodology for identifying crash hotspots in terms of 
injury cost, and identifying high-risk locations by using 
the frequency of reported accidents. Every road that had 
any collision from was assigned a ‘risk factor’ from one 
to five: the higher the factor, the greater the amount of 
reported accidents in that particular road. On the other 
hand, every road where an accident that involved one 
or more injuries was reported was given a colour; either 
amber, red or black depending on the number of people 
injured when compared to those not injured in accidents 
in that road. Those roads labelled as an amber have a 
low probability of injury cost and loss when compared 
to the red and black roads, that are progressively worse.

An interactive map was built so that drivers can 
identify risky and hazardous roads when planning their 
driving trip or during their travel by car. The driver chooses 

the time of day (Morning, Afternoon or Evening), during 
which s/he intends to perform the journey and inputs 
the start and destination points of the trip. The route 
between the two points will be colour coded, depending 
on the risk factor of that road at that chosen time of the 
journey. If the route passes through injury-prone roads, 
these are marked on the map.

The research findings are visualised on an interactive 
map, and the resultant probabilities show that Malta 
has on average more frequent collisions than Gozo. 
However, when taking injuries into consideration, Gozo 
has a higher number of percentages of red and black 
injury roads than Malta. Additionally, the roads that have 
the highest number of reported accidents, are not the 
most dangerous in terms of the injuries sustained during 
impact. Furthermore, it could be concluded that the 
roads with the highest number of accidents experience 
heavy traffic.

Therefore, traffic congestion leads to more accidents 
although, drivers are not usually injured.

Figure 1. Accident hotspots in Malta and Gozo, colour-coded according to 
level of risk
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Voynich - Hoax?
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The Voynich Manuscript ‒ considered to be “the most 
mysterious manuscript in the world” [1] [2] ‒ has been 
subject to intense efforts to decode its mysterious text. 
To date, all such attempts have been unsuccessful.

The manuscript is believed to be divided into six 
major categories, and this supposition is based on the 
illustrations on the pages that act as indicators of the 
presumed topics. These have been organised into the 
following categories: herbal, astronomical, biological, 
cosmological, pharmaceutical, and recipes [1].

The goal of this research is to attempt to examine 
whether the Voynich Manuscript is an elaborate hoax or 
indeed an unknown language. If the manuscript is the 
‘real deal’, ‒ as suggested by Reddy and Knight [3] that 
it is written in a real, but unknown language – then, it 
would be legitimate to surmise that, as a rule, the text 
within the respective categories is more semantically 
related within a given category, than is the text across 
different categories. 

To test the above hypothesis, this study adopted a 
statistical approach in analysing the manuscript. The 
research has been performed using the Extensible 
Voynich Alphabet (EVA) ‒ a transcription system that 
is digitally available to the public. Figure 2 is a snippet 
of the dataset using EVA and is a transliteration of 
the original text, a sample of which is shown in Figure 
1. Since this dataset is an ongoing work and contains 

terms that have more than one interpretative reading, 
pre-processing techniques have been adopted to 
minimise any ambiguities. Various machine learning 
algorithms, including classification and clustering tools 
such as: support-vector machine (SVM), k-nearest 
neighbours ( kNN), multinomial naïve Bayes, k-means 
and No- k-means have been utilised. The most reliable 
results were achieved when text from each category was 
extracted by page rather than on a line-by-line basis. 
This is in line with  expectations, because a page of text  
offers a wider context than a line, and when seeking to 
assign a page or a line to a specific topic, the former 
would be easier to assign, since more words would be 
present and can be related to a specific topic [4]. Through 
different metrics and diagrams, these algorithms show 
clear and expressive results.   Similar distributions over 
lexical items were found among the categories, and less 
so between the different categories, which provides 
evidence of an underlying lexico-semantic categorisation 
that is in line with the categorisation indicated by the 
illustrations. This contributes towards supporting the 
hypothesis of the existence of a genuine message within 
the manuscript.
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Figure 1. A sample page from the original manuscript

Figure 2. Dataset snippet based on an EVA transcription of the sample page 
in Figure 1
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Facial reconstruction is a highly active field of research, 
and is applied frequently in the areas of facial 
rehabilitation [1] and forensic facial reconstruction [2]. 
Academic efforts in the field have been geared towards 
improving the accuracy and efficiency of the 3D models, 
which are generated from the input 2D images containing 
distinguishable human facial features with enough intra-
variety. Such images allow researchers to generalise an 
average layout of features that is attributed to a generic 
human face. However, research in this field is invariably 
having to contend with the limitations inherent to 2D 
images, which slow down research progress. These 
limitations are largely due to: occlusions, the restricted 
variety in the features of a human face, different facial 
poses, and even partial views.

This project offers a system, outlined in Figure 1, 
consisting of the creation of specific regression trees 
for homogenizing human faces, and then applying the 
regressed face to an input 2D image to be reconstructed 

in 3D. These trees contain placements of a pre-defined 
set of landmarks that are found within the input 2D face, 
where applicable. A 3D morphable model is a collection 
of 3D surfaces, in which all vertices in every surface map 
correspond to the vertices of the different surfaces found 
within that same morphable model [3]. These points are 
then applied to the 3D morphable model which, after a 
series of transformations, outputs a reconstructed 3D 
model that would be adjusted to the specific features 
found in the input image.

The evaluation process used here involves determining 
mathematically how one could compare different models 
from the same person. This was achieved through the use 
of mesh-analysis metrics such as the 75th percentile, 
root mean square and geometric mean [5]. The result 
is a comprehensive 3D reconstruction system as 
shown in Figure 2, which generates a 3D model with its 
corresponding texture through landmark extraction from 
a single 2D portrait image.

Figure 1. Proposed system pipeline

Figure 2. System flow results

3D Facial Reconstruction from  
2D Portrait Imagery
Matthew Caruana Supervisor: Dr Joseph Vella
Course: B.Sc. IT (Hons.) Software Development

References/Bibliography: 

[1] G. Storey, R. Jiang and A. Bouridane, “Role for 2D image generated 3D face models in the rehabilitation of facial palsy,” Healthcare 
Technology Letters, vol. 4, (4), pp. 145-148, 2017.

[2] Y. Hu et al, “Automatic 3D reconstruction for face recognition,” in Sixth IEEE International Conference on Automatic Face and 
Gesture Recognition, 2004. Proceedings. 2004, pp. 843-848.

[3] V. Blanz and T. Vetter, “A morphable model for the synthesis of 3D faces,” in Proceedings of the 26th Annual Conference on 
Computer Graphics and Interactive Techniques, 1999.

[4] C. Cao et al, “FaceWarehouse: A 3D Facial Expression Database for Visual Computing,” IEEE Transactions on Visualization and 
Computer Graphics, vol. 20, (3),2014, pp. 413-425.

[5] F. Zuzana, “Comparison and Analysis of Multiple 3D Shapes”, MSc, Masarykova Univerzita, Brno, Czech Republic. 2015.

 L-Università ta’ Malta | 57 



D
at

a 
Sc

ie
nc

e

Analysing News Portal Comments
Mikhael Cutajar Supervisor: Dr Charlie Abela
Course: B.Sc. IT (Hons.) Artificial Intelligence

The popularity of online news portals over recent years has 
resulted in these repositories of articles being augmented 
with readers’ comments in response to the respective articles 
[6]. The main objective behind this project is to investigate the 
relation between articles and commentators, and to analyse 
and visually represent how different users comment across 
articles. This information includes data, such as the manner 
in which each user reacted to different articles, and which 
topics they preferred commenting about.  An overview of the 
main components, which will be discussed in further detail, 
has been provided in the design flowchart accompanying this 
abstract.

The first task was to obtain access to news articles of 
a popular local news portal and store these in a MongoDB 
database. The extracted data covered a period of 15 months, 
ranging from January 2019 to March 2020, and contained 14,188 
articles and 228,249 comments from 5385 unique users.

One of the main challenges encountered was to detect 
the topic/s associated with the articles. The initial attempts 
revolved around supervised learning techniques that required 
using a labelled corpus of articles divided into 5 sections: 
business, entertainment, politics, sports and technology. 
Different machine learning models such as naïve Bayes and 
support-vector machines were used as an attempt to make 
the supervised approach as effective as possible. However, the 
lack of an available local dataset meant that it was necessary 
to resort to a foreign one, instead. This approach produced 
poor results, as the significant difference in named entities 
caused certain documents to be misclassified. Hence, a 
different approach was chosen, namely the unsupervised topic-
modelling technique called latent Dirichlet allocation (LDA). 
This was preferred due to its ability to detect and show latent 
topics using the term frequencies of the different articles, thus 
generating topics closely related to the dataset. It is also worth 
mentioning that a number of studies recorded the success of 
the LDA technique in modelling news topics [1, 3, 4].

Once the news articles were classified, the next step 
was to profile the authors of the comments. The two main 
challenges underlying this task included detecting topic 
relevance and analysing sentiment to understand how 

users reacted to the article. With regard to the former, 
surface-based techniques based on cosine-similarity and 
Jaccard-similarity were adopted initially. However, results 
were not sufficiently productive due to the varying length of 
different articles and comments. Consequently, a different 
approach was identified, which was based on the LDA model 
created from the articles. This approach was applied to the 
comments, since it could recognise the most frequently 
used terms in order to categorise the topic accordingly [7]. To 
address the ‘sentiment’ aspect it was deemed best to utilise 
the gold-standard, lexicon-based approach of the sentiment-
analysis tool Vader (Valence Aware Dictionary for Sentiment 
Reasoning) [2, 5]. This tool is specifically attuned to analyse 
comments posted on social media. It also proved successful 
in other domain contexts, including New York Times editorials, 
and hence deemed suitable for the purposes of this study.

To allow users to visualise the analysis of the article-
comments relationship, a dashboard-style interface was 
developed, through which a researcher could select specific 
individuals who have submitted a comment, and receive 
analytical data about them. This data would include the 
user’s overall sentiment, how topical the user’s comments 
were and their favourite topic(s).
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Figure 1. Workflow diagram outlining the method of processing articles and 
comments for profiling news-portal users
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Determining feasible routing paths is a substantial 
challenge in the humanitarian aid, civil, military, and 
commercial spheres. Specifically, finding a tour on a road 
network is a principal concern in planning logistics. The 
essence of this problem is characterized by the Travelling 
Salesman Problem (TSP). In a TSP, the salesman visits all 
cities exactly once. Joining the last city with the starting 
one produces a Hamiltonian cycle on the cities. One of 
the many applications of TSP is the Green Vehicle Routing 
Problem which considers fuel tank capacity and refueling 
stops [1].

This study proposes a new effective approach that 
utilizes a Quad-Tree plane partitioning algorithm. Firstly, 
the Quad-Tree algorithm embeds all tour nodes along a 
plane. It then recursively partitions them into squares until 
each square contains at most three nodes. Secondly, the 
nodes within each square are repeatedly connected with 
each other in a bottom-up approach. The algorithm starts 
with the nodes in the smallest squares at the lowest level 

of the partitioning and works in a bottom-up approach 
until it reaches the largest child square of the Quad-Tree 
parent. This gives a Hamiltonian Cycle of the nodes (cities). 
This approach produces an approximation to the optimal 
tour length of the given nodes in polynomial time, thus 
becoming a quad-tree polynomial-time approximation 
scheme (PTAS). The final step of the study involves 
comparing this Quad-Tree PTAS with another sample 
solution based on a Genetic Algorithm (GA) approach.

The experiments are performed on ten real-life datasets 
of varying sizes. All the datasets are passed through the 
two approaches and the outcomes are analysed. The 
results obtained show that, in these experiments, the 
Quad-Tree PTAS consistently outperforms the GA in 
terms of tour length cost and computational time. The 
improvement in cost and time and the effectiveness of 
the Quad-Tree PTAS when compared to the GA approach 
grows with the size of the dataset. This may indicate that 
this improvement would increase with larger datasets. 
Therefore, the proposed Quad-Tree PTAS approach holds 
promise when compared with the Genetic Algorithm 
meta-heuristic and may be applied effectively to other 
problem domains.
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Figure 1. Best Known Solution (BKS) vs Genetic Algorithm (GA) vs Quad-
Tree Polynomial-Time Approximation Scheme (QT-PTAS)

Figure 2. Genetic Algorithm (GA) vs Quad-Tree Polynomial-Time 
Approximation Scheme (QT-PTAS) results
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Analysis of Aviation Safety and Aviation 
Accidents
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Aviation is a key method of transport in modern society 
and statistically also one of the safest [1]. Nevertheless, 
considering that there are tens of millions of commercial 
flights, annually [2], some accidents are inevitable.

Data mining is a process for sourcing new and potentially 
significant information from large databases. This makes it 
an invaluable tool in any field of research where data is 
recorded on a large scale, and the field of aviation safety 
is no exception. A multitude of data-mining techniques has 
already been employed for this field in previous research 
efforts, using a variety of databases. Some of the most 
notable examples are the aviation database of the National 
Transportation Safety Board (NTSB) of the United States, 
and the NASA Aviation Safety Reporting System (ASRS) 
database. Such databases could contain either structured 
data or unstructured data, such as reports written by airport 
staff ‒ or a mix of the two. For the purpose of this project, 
the focus was on finding noteworthy correlations and 
deviations, primarily using structured data, as extracting 
information from the unstructured data would require the 
use of various natural language-processing techniques.

The research carried out in this project aims to 
contribute to the discovery of significant deviations in 
this data, thus supporting domain experts in increasing 
air-travel safety. This could be achieved by comparing the 
effectiveness of different contrast set mining algorithms 
on the data, based on a variety of metrics without 
relying on expert feedback. Moreover, the use of multiple 
databases would allow for a better comparison of the 
aforementioned algorithms, by allowing their evaluation 
on differently structured sets of data. Finally, this variety 
of data would also be of use in searching for a wider 
variety of different deviations, such as the differences 
between fatal and non-fatal accidents, or the differences 
between incidents caused by human factors and incidents 
occurring as a result of technical issues.
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Figure 1. Fatalities per billion passenger miles of different modes of 
transport in the US between 2000-2009 [1]

Figure 2. Sample contrast sets found from the ASRS database using the 
STUCCO algorithm
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Articles about modern advancements and discoveries in the 
medical industry are being published online on a daily basis. 
However, due to privacy issues, there is a lack of data available 
for building knowledge-extraction tools specialised in the 
medical industry. This research aims at creating a biomedical 
information-extraction tool called Remedi. 

The system is specialised in identifying ‘medical problem’ 
and ‘treatment’ entities from unstructured text in the medical 
domain, as well as the relations between them. The tool 
consists of a biomedical named-entity recognition (BM-NER) 
model, as well as a biomedical relation-extraction (BM-RE) 
model. A subset of the i2b2 2010 challenge dataset [6] has 
been acquired to train the BM-NER and BM-RE components. 
The dataset includes annotated anonymised medical reports 
that could be used for concept extraction and relation-
classification tasks.

The research process revealed that most participants 
of the i2b2 concept-extraction challenge, which acquired 
the top results overall, employed conditional random field 
(CRF) models [6]. On the other hand, more recent research 
explores the use of neural networks, particularly, recurrent 
neural network (RNN) and convolutional neural network 
(CNN) models, which generated higher F-score results [7, 4]. 
Separate research explored the performance of a Bi-LSTM-

CRF model on the dataset, which combined a bidirectional 
long-short-term-memory (Bi-LSTM) unit with a CRF layer 
for sequential tagging tasks, and obtained promising results 
[2]. However, Chalapathy et al. [2] did not mention the use 
of external sources (such as the Unified Medical Language 
System (UMLS) [1] and the GENIA tagger [5]) which has been 
noted to increase the performance of many models in the 
i2b2 challenge [6]. Hence, this research evaluates the impact 
of features extracted from external sources on the Bi-LSTM-
CRF model, and compares it to the performance of a baseline 
CRF model using the same external features.

For the i2b2 relation-extraction challenge, the highest 
results were obtained using support vector machines (SVM) 
[6]. Research by Chikka et al [3] explored the use of Bi-LSTM 
models in comparison to constructed SVM models using a 
subset of the i2b2 dataset, which was also applied in this 
study. However, Chikka et al. [3] also do not make reference 
to the use of external sources. As a result, this study 
explores the performance of a Bi-LSTM model for relation-
extraction using the same external sources employed in the 
experimentation for the BM-NER component, and comparing 
it to the models constructed in the research. This dissertation 
also carries out hyperparameter tuning for all implemented 
models, to determine which set of parameters would yield 
the best results for each model.

Figure 1. Dataflow diagram of the proposed system, Remedi

Figure 2. Structure of the Bi-LSTM-CRF model in Keras

Remedi: A Medical Information  
Extraction System
Valerija Holomjova Supervisor: Dr Charlie Abela
Co-Supervisor: Mr Dylan Seychell
Course: B.Sc. IT (Hons.) Artificial Intelligence
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Environmental Event Discovery  
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Our planet has experienced numerous environmental 
events throughout its history, and there has been 
significant interest over the centuries to the present day 
to discover more about them when they happen.

Each event could be said to either be the result of 
abnormal meteorological behaviour, or cause further 
meteorological changes. A wildfire, for example, will 
always contribute to an increase in temperature, due to 
the fires involved. A flooding would most likely be caused 
by a substantial increase in rain that happened in the 
vicinity of the area. 

Most events have a primary cause or direct effect that 
could be detected, if sought or investigated. A drought is 
usually the result of a significant lack of rainfall over a 
long period of time, and so on.

The system being proposed in this study utilises 
time series data in order to detect anomalies, which are 
subsequently presumed to correlate to a specific event. 
It processes a dataset for the primary datapoint within 
it (temperature, precipitation, etc.), and then executes a 
discord-discovery algorithm over it in order to identify any 
anomalies. Once this is done, the discords could then be 

linked to a news article by utilising the time span of the 
anomaly, and some additional parameters, such as which 
query to submit. A group of articles is then requested 
using the application programming interface (API) of the 
relevant news source, the most relevant ones being those 
revolving around the event that occurred. For example, 
one could input year-long precipitation data for a certain 
city in the UK, enter ‘UK flooding’ as information request, 
select The Guardian as news source, to be presented with 
the available articles regarding a flooding in the city under 
review.

Although the current system is a prototype, it could 
easily be extended. One could implement APIs for further 
news sources, or attach the dataset to the system itself, 
in order that it could dynamically find the data and even 
generate the query itself, requiring even less input from 
the user. Observing the results obtained on temperatures 
linked to wildfires, and precipitation for instances of 
flooding, the system detected such events with very high 
accuracy, confirming that the significant anomalies in the 
time series data strongly suggest the occurrence of an 
associated event.

Figure 1. Interpreting data to detect the 2019 wildfires in Australia Figure 2. Interpreting data to detect the 2012 flooding in England and Wales
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One of the major challenges encountered by law 
enforcement entities is the prioritisation and rostering 
of resources, with a view to maximise the chances of 
being equipped with the right resources at the right 
place, and at the right time. 

This research proposes a hybrid machine learning 
technology that uses a set of customised web crawlers 
to gather data on a daily basis from newspaper 
articles. Articles that deal with criminal offences 
would be identified, analysed and their inherent 
details extracted using natural language processing 
(NLP) technology. Articles from different sources are 
converged using a standardised format that allows 
the details of the crime (such as nature of the crime, 
location, time, criminal, etc.) to be accessed easily. 
Related data, such as population, literacy etc. are also 
extracted from other sources using dedicated crawlers 
and cross-referenced with the events related to the 
actual crime. Web crawling is automated using a 
special bot designed to initiate the crawling processes 
regularly.

This study proposes a visualisation engine that would 
allow users to quickly and effectively browse the criminal-
event database using a feature-rich search engine that 
would enable specific parameters to be easily identified 
and depicted. Various representations of the resulting 

data (such as geographical heat maps, graphs, calendar 
heat maps, etc.) are possible,

Previous research in similar areas has utilised various 
machine learning techniques with varying success rates. 
This research aims to study the effectiveness of k-means 
and  DBSCAN-based technologies [1] when applied to 
crime prediction. While k-means uses a purely statistical 
past-data based model to attempt to predict the 
incidence of crime, DBSCAN uses clustering techniques, 
which could include other datasets in addition to past 
criminal event data.

Various data has been used to evaluate the 
performance of the proposed technology ‒ with 
encouraging results. The precision / recall / F-measure 
technique used in previous studies [2], [3], has been 
utilised to compute the accuracy of both techniques. 
Moreover, geographically distant areas (Malta and Boston), 
where used to evaluate different crime patterns. Although 
the large number of possible prediction configurations 
make it very difficult to cover all the possible scenarios, 
both techniques performed quite well. In particular, the 
k-means technique proved to be slightly more accurate in 
predicting recurring crimes.

Figure 1. Block diagram of the system

Figure 2. Average prediction accuracy chart
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Movie recommendations using machine 
learning algorithms
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In today’s advancing technology, the use of the internet is 
growing day by day. Hence, has become more important 
than ever that internet users acquire the tools to help 
them process the huge amounts of data on the Web. 
This brings about the need for recommender systems to 
suggest items that would be of possible interest to the 
individual users. This research project focused on the task 
of recommending films to users through machine learning 
algorithms, rather than methods like Collaborative 
Filtering And Content Based Filtering [1].

The two most popular types of recommender systems 
are content-based and collaborative filtering. These 
methods are implemented in different scenarios of 
recommendation, where each method is implemented 
differently to be compatible with the corresponding 
system. It is to be noted that these methods also have 
their drawbacks. Content-based filtering operates by 
recommending an item that is similar to an item that 
the user has already rated. If the item would not contain 
enough information, or if the user would not have rated 
any items, the recommendation would be inaccurate 
[1]. Moreover, collaborative filtering (CF) is based on the 
user’s historical preference on a set of items. It uses rating 
information from all other users to provide predictions 
for user-item interactions [2]. One of the disadvantage of 
this method is that it suffers from the cold-start problem, 
which is a start-up issue that could occur in this context 
when a new user and/or item would be entered without 
any ratings, and the recommender system would not have 
enough data  to make any reasonable inferences [3].

The above-mentioned difficulty provided the main 
motivation for utilising machine learning (ML) algorithms 
to recommend films for the purpose of this project. ML 
algorithms are applicable to all kinds of data and could 
be employed without the need to custom-build the 
algorithm for the particular scenario. This study is based 
on determining whether using various ML algorithms 
would lead to better rating results when compared to 

the use of collaborative or content-based filtering. ML 
models could achieve better results because the model 
could be trained by using more attributes (features) 
about the item (i.e. a film, in this case) and the user. For 
example, in the case of users, one could add age, location 
and occupation, whereas for the item one could add 
the actors appearing in the film or the film genre. This 
information enhances the recommender system because 
the ML algorithm is also considering these attributes, 
whereas other algorithms, such as collaborative filtering, 
are not equipped to include them.

The results of this research were evaluated  by using 
mean absolute error (MAE), by measuring the errors 
between paired observations and comparing them to 
other researches. The research led that, when training 
a model using the whole dataset, the results were not 
as quite as good as to other research. Moreover, the ML 
model was implemented to focus on each individual film 
rather than all the films at once, and an ML model was 
trained on the dataset of each film, thus generating better 
results. This outcome led to the conclusion that an ML 
model offers better recommendations when trained on 
individual items.
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Figure 1. Different recommendation-system approaches [4]
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The function of the Large Hadron Collider (LHC) is to allow 
hadrons (e.g. protons, neutrons) to collide at great speed, 
for the purpose of analysing the outcomes in order to gain 
a greater understanding of matter at the subatomic level. 
To achieve this, the LHC has been designed to consist of 
two circular, concentric beam pipes, each containing a 
particle beam circulating in opposing directions. There are 
four points at which the beam pipes cross over to bring 
about collisions. Superconducting magnets are used to 
direct the beams into their circular path along the pipes, 
and to focus the beams before the crossover points to 
increase the likelihood of collisions.[1]

A cross-section of the beam pipe reveals that the 
particles form a normal distribution, with most of the 
particles being drawn towards the centre of the beam pipe. 
The particles furthest away from the centre are collectively 
known as the beam halo. Special devices - collimators [2] 
are placed at certain points around the beam pipes to 
absorb the beam halo. If not absorbed, the beam halo 
could damage equipment, e.g. superconducting magnets 

might be quenched, or could cause noise obfuscating the 
desired results concerning the beam collisions.[3] Beam-
loss monitors (BLMs) are therefore used to detect the 
presence of a beam halo. If dangerously high losses would 
be detected, the beams could be terminated.[4]

In theory, LHC beams should be symmetric, but this 
is not necessarily the case in practice.  Symmetric BLMs 
(e.g.TCP.6R3 and TCP.6L3) were paired into single features, 
and supervised and unsupervised machine learning 
techniques were used (KMeans, DBSCAN clustering, 
linear SVM) to discover discrepancies between the BLM 
readings of the two beams. Each technique varied in its 
ability to separate the BLM data into two clusters (or 
classes on either side of a decision boundary, in the case 
of linear SVM.)  A low separability would suggest minimal 
discrepancies between the losses of the two beams. The 
technique that could separate the data most efficiently 
was linear SVM, almost perfectly separating (and therefore 
classifying) the data into Beam 1 losses on one side of the 
decision boundary, and Beam 2 losses on the other. This 
indicates that discrepancies between the two beams are 
indeed significant.
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Figure 1. Collimator layout of the LHC with beam-loss monitors placed at 
the collimators. (source Redaelli, Stefano 2016)

Figure 2. 3D graph illustrating how linear SVM could identify / delineate 
a decision boundary, which separates the Beam 1 losses from the Beam 2 

losses almost perfectly

Using unsupervised and supervised machine 
learning to discover discrepancies between 
the two counter-circulating beams of the 
Large Hadron Collider
Michael Vella Zarb Supervisor: Dr Ing. Gianluca Valentino
Course: B.Sc. (Hons.) Computing Science
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Computational Mobility in JavaScript
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The aim of this project is to build and evaluate a JavaScript 
framework that would facilitate the migration of both 
code and execution state in a distributed computational 
environment. The framework targets multiple nodeJS 
instances, which can operate across both multicore 
and distributed systems. The said framework seeks to 
streamline the implementation of distributing an existing 
system, by allowing the dynamic migration of JavaScript 
functions across nodeJS instances as they execute. The 
framework also features a remote-execution facility, 
allowing the migration of both code and execution 
state across nodeJS instances. This facility paved the 
way for the construction of an in-built, load-balancing 
mechanism.

While JavaScript executing within a single nodeJS 
instance only harnesses a singular core [1], the ability 
of the framework to shift computation between nodeJS 
instances in a distributed multiprocessor environment 
provides an opportunity to exploit the inherent 
parallelism that is available. In order to demonstrate the 
effectiveness of the framework in harnessing resources 
for parallel computation, two task-farming case studies 
were written using the framework. The first case study 
involved a Mandelbrot set solver [3] that performs 
iterative calculations on the complex plane in order to 

generate an image representation, and which represents 
a highly unbalanced computational workload. The second 
case study involved a synthetic benchmark representing a 
highly balanced computational workload, for comparative 
purposes.

Both of these scenarios were deployed on an octa-
core computer, which was set to run a nodeJS instance 
on every core. Results were taken over a broad range 
covering both the problem size and task granularity. 
Speed-up and efficiency-performance metrics were 
derived to provide concrete evidence that the framework 
functions as intended.

An analysis of the results concluded that the observed 
speed-up was bound by the problem size: small images 
were not worth splitting up for distributed computation. 
On the other hand, large images did not encounter this 
limit, and therefore resulted in higher degrees of speed-up. 
The outcomes are comparable to Gustafson’s predictions 
for parallel computing [2]. Finer-task granularity was 
observed to aid the speed-up and efficiency metrics 
by exploiting the load-balancing characteristics of the 
system.
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Figure 1. Speed-up of the 7680 x 4320 Mandelbrot fractal

Figure 2. Result from computation of the Mandelbrot fractal
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In their ongoing pursuit of developing malware, a 
common technique used by malware authors is process 
injection, through which malicious code is injected into 
benign processes with escalated privileges. In the past, 
signature-based detection was generally considered to 
be sufficient for malware detection. However, with the 
advent of polymorphism [1] ‒ which became one of the 
most prevalent detection-evasion techniques ‒ anti-virus 
signatures were no longer effective, due to the malware’s 
ability to change its appearance virtually at will. 

Qakbot [2] is a prime example of malware that, 
notwithstanding the numerous signatures [3,4] written 
over the years, continued to evolve and evade detection 
[5]. Consequently, the detection of the Qakbot sample 
would be delayed [6], necessitating the use of digital 
investigation tools for incident response. This malware 
has evolved and managed to blend into regular Windows 
processes (see Figure 1), emphasising the importance 
of memory forensics in identifying the exact workings 
of Qakbot [2] and the necessity of reconstructing the 
timeline of events occurring after the malware infection. A 
prominent obstacle to the analysis of the Qakbot malware 
is that it includes a packing layer [7] that compresses parts 
of the malware to avoid detection, and thus hindering 
analysis. 

In this study, reverse software engineering (RSE) [8] 
and dynamic binary instrumentation (DBI) [9] techniques 
were used to produce forensic tools to assist incident 
responders in identifying precisely the processes being 
created and potentially injected. The first tool that was 
developed was based on state-of-the-art system logs 

and memory forensics. This would provide a very reliable 
indication, but not watertight proof, that the benign 
process being injected is indeed mobsync.exe. The second 
tool is very similar to the first, with the addition of volatility 
filters that attempt to detect the newly discovered 
information from advanced analysis. The third and final 
tool that was developed is a custom tool based on DBI 

(see Figure 2) which, through partial but timely memory 
dumps, could obtain the necessary infection evidence. 
The complete mobsync.exe misuse picture comes at the 
expense of computer memory and storage overheads.

Figure 1. Qakbot Kill Chain Figure 2. Dynamic Binary 
Instrumentation Through Inline 

Hooking
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In computer graphics rendering refers to the process of 
synthesizing an image from a mathematical description of a 
scene. Traditionally, interactive applications based on GPU-
accelerated rasterization utilize techniques that approximate 
the effects of light within a scene, sacrificing correctness 
(realism) in favour of maintaining interactivity [2, 3, 4]. In 
order to increase the realism of rendered images, light-
transport algorithms that correctly simulate the propagation 
of light in a scene are increasingly being used in interactive 
rendering. These algorithms push the computational 
bottleneck in interactive visualization towards the shading 
of pixels in an image and can, especially on low-end GPUs, 
negatively impact interactivity.

This project explores the effects of decoupling 
physically correct shading computations from the traditional 
rasterization-based rendering process, through the creation 
of a texture cache (see Figure 2). This cache is kept updated 
asynchronously at run-time. A simple scheduler determines 
which shading computations are to be computed 
asynchronously, and which would be executed in lock-step 
with frame rendering, through the traditional approach. 
This was done with the aim of achieving a stable frame 
rate without dips (sudden drops in frame rate) or stuttering 

(irregular delays between frames), whilst preserving image 
quality. A solution was implemented in C++ using the 
OpenGL API for the traditional renderer. Moreover, a path 
tracer [1] was built using Nvidia Optix for the asynchronous 
calculations. A texture atlas is used as the texture cache, 
where each primitive in the scene is allocated a space 
within this atlas during run-time.

The proposed solution was evaluated thoroughly to 
assess the effectiveness of the concept with respect to both 
performance and image quality. Three modes were evaluated, 
in particular: decoupling of all the shader computations as 
illustrated in Figure 1; decoupling only of the texture and 
bounce-lighting computations; decoupling only the bounce-
lighting calculations. The performance of each mode was 
evaluated, measuring both frames per second and memory 
usage. Furthermore, the quality of the images produced was 
also determined using standard image-quality metrics HDR-
VDP and SSIM against high-quality versions of the scenes 
rendered offline.

Figure 2. Texture cache output for the scene  
portrayed in the accompanying image

Figure 1. Basic scene, rendered using the method  
followed [or] adopted in the study
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Dietary factors could play a harmful or protective role in 
the case of chronic conditions [1], cancer risk [2] and 
even mental health [3]. However, research suggests that 
exploring generally healthful dietary information could be a 
complicated process, given the diverse array of evolving and 
widely available information, as well as aspects of diet that 
vary from one person to another. [4], In this regard, mobile 
nutrition applications have the potential to convey dietary 
knowledge in a convenient and scalable manner. [5] Yet, 
according to S. Scerri et al. [6], they could be pedantic and 
counter-productive if a burden is placed on the user. 

This study examines dietary research, mobile nutrition 
and application-design concepts for developing and 
evaluating a mobile diet application with simplicity, and 
the facilitation of making healthy food choices in mind. The 
overarching methodology was influenced by the waterfall 
software development model. This entails surveying before 
designing the application, subsequently undertaking user-
acceptance testing (UAT) to test and evaluate the application 
after its implementation. Both the survey and UAT targeted 
University of Malta staff and students, although the survey 
also targeted Junior College staff. 

The application itself seeks to provide a healthy 
Mediterranean diet, using an underlying deterministic model. 

The developed deterministic model behind the application 
utilises several user attributes and a weight goal to obtain 
a caloric estimate, towards subsequently calculating food 
quantities of eight different food groups according to the 
user’s estimated calories and the compiled Mediterranean-
diet food distribution and food dataset. The design of the 
application was influenced by Material Design for Android, 
with particular attention to simplicity, user experience, and 
the promotion of healthy food choices. The application is 
evaluated primarily according to these criteria. While aiming 
to facilitate the choice of healthy foods, the application does 
not seek to be tailor-made for users from a medical point of 
view and does not capture medical information. 

According to the initial evaluation, the application 
was expected to be well-received, and the UAT findings 
did indeed present the application in a positive light (SUS 
score of 87.5 ± 8.75 at 99.9% confidence interval places the 
application in the upper quartile [7]). The majority of UAT 
participants preferred the developed application over others 
that expect constant and precise food inputs, and each of 
the nine participants responded in the affirmative when 
asked about the likelihood of using it.

Figure 1. Level 1 DFD of the application

Figure 2. Flowchart of the application

A Mobile Application Providing a 
Mediterranean Diet Based on Physical 
Attributes and Weight Goal
Luka Djincharadze Supervisor: Dr Lalit Garg
Course: B.Sc. IT (Hons.) Computing and Business
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Synthesis and Editing of  
Realistic Urban Road Networks
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The 3D modelling of realistic road networks is beneficial 
to a number of areas of activity, including urban planning 
and traffic management [1][2]. Simulations carried out 
within these environments are key to the development 
and testing of software intended for driving autonomous 
vehicles [3][4][5]. The generation of these 3D models is 
a laborious task, entailing considerable time spent in 
ensuring that the environments created would be an 
accurate representation of the real world. The aim of this 
project was to design and develop a system to bootstrap 
this task by procedurally generating road geometry that 
fuses information from multiple, freely available sources.

Blender is a popular open-source 3D modelling 
software [6][7], with extensive support for scripting 
[8]; all functionality available through its graphical user 
interface (GUI) is exposed through its scripting application 
programming interface (API). This positions Blender as an 
ideal candidate for the procedural generation of geometry, 
which could be further refined within the GUI. Moreover, 
since Blender scripting is carried out in Python, a number 
of libraries were readily accessible for carrying out other 
important tasks for this project, such as network data 
queries/downloads and image processing. The main 
source of mapping information for this project was 
OpenStreetMap (OSM), which is built by a community 
of mappers who contribute data about roads and 
buildings from around the world [9]. Since OSM does not 
provide satellite views of the urban environments under 
consideration, satellite images from Google Maps [10] 
were used and automatically aligned to the procedurally 
generated road geometry in Blender. Image processing 
was carried out on these colour images to calculate the 
actual width of the various roads and the approximate 
location of any greenery present [11][12]. Since elevation 

data could not be inferred from a two-dimensional view, 
Google’s Elevation API was used to adjust road geometry 
according to the retrieved data [13].

Upon its implementation, the evaluation of the 
proposed solution was found to deliver very accurate 
results which, in some cases, improved upon pre-
existing solutions such as BlenderGIS [14]. Five locations 
covering a variety of urban layouts ‒ namely: Ħ’Attard (San 
Anton area); Marsa (Royal Malta Golf Club area); Naxxar 
Centre, the University Ring Road and Mater Dei Hospital, 
and Valletta ‒ were chosen to determine the quality of 
the generated geometry. Figures 1 and 2 illustrate the 
procedurally generated geometry for Valletta, and the 
University Ring Road and Mater Dei Hospital respectively 
(top view/street view in all cases). Future work includes 
the development of methods to procedurally add 
buildings, and to apply materials in order to increase the 
realism of the generated results.
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Figure 1.  Top-down and street views of procedurally generated geometry 
for Valletta(top) and the University of Malta(bottom); generated geometry 
is rendered in Blender (right) and shown in the top-down view overlaid on 

the satellite image (left).
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At present, the methods of casting a vote in a Maltese 
election is by paper ballot, Braille ballot or an audio guide. 
If a person is unable to vote through one of these options, 
the assistance of an electoral representative is offered, 
thus compelling the citizen to reveal the intended vote 
to the assistant. According to the Universal Declaration of 
Human Rights [1], all citizens are entitled the right of a 
secret vote. Therefore, it is of the utmost importance to 
provide a method that would offer independent voting for 
these citizens.

There are two main aspects to creating a voting 
machine: interface design and security. Due to time 
constraints, this project will only target the former. The 
aim of this study was to design an interface for a voting 
machine that would allow independent voting by those 
who are not able to do so using any of the methods 
currently available.

The artefact has been developed in an iterative and 
participatory design process. Initially, three wireframe 
designs were created. With the involvement of experts 
in accessibility, the low-fidelity prototypes were refined 

into more accessible designs and developed into web 
applications. A user- centric approach was taken to 
further improve the prototypes and users from the 
target audience evaluated the mid-fidelity and high-
fidelity prototypes. The measurements extracted from 
established through the testing sessions involving the 
users were: effectiveness, efficiency and user satisfaction. 
These criteria enabled the identification of any significant 
differences between the usability of the prototypes. 
Feedback provided by the participants was used to 
support these findings. Since the testing was carried out 
by persons with disability, the usability measurements 
would reflect the accessibility of the artefacts.

Using the high-fidelity prototype, participants were 
able to cast the intended vote in under five minutes. All 
testers were also able to make the instructed changes to 
the vote. All prototypes obtained a good user satisfaction 
score, the highest mean score being 95.4 for the final 
prototype. The high-fidelity prototype, which was 
tested on a small number of participants, showed an 
improvement in effectiveness, efficiency and satisfaction 
although no statistical significance can be claimed. 
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Figure 1. Ballot design for the final prototype

Figure 2. Review page for the final prototype
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Education is one of the pillars of any society – not least 
in Malta – since it brings progress and growth [1]. Over 
recent years, the Maltese education authorities have 
been implementing an emergent curriculum in the 
classrooms across the country. Emergent curriculum 
is a way of planning curriculum that is based on the 
children’s interest and passion at a certain point in 
time [2]. To achieve this, it would be necessary for the 
educator to listen to and observe the child, to be able 
to plan around the child’s interest, ‘scaffold’ building 
upon existing knowledge. Apart from this, the educator 
would also be expected to document the child’s progress 
and communicate the child’s progress with the parents 
to give them the opportunity of being involved in their 
child’s education. While this process is intended towards 
improving the educational system, it is nevertheless time-
consuming and demanding. Therefore, it might prove to 
be challenging to the educators to achieve the desired 
outcome with little or no assistance. 

Taking the above into account, this project creates a 
platform with the aim of facilitating the educators’ day-
to-day tasks in the classroom. This is done by applying 
gamification to motivate the children to learn the letters 
of the alphabet in an engaging way that would be in tune 
with their interests, while simultaneously documenting 
and reporting the children’s achievements to parents and 
the educators automatically. In this way, educators would 
have more time to observe, guide and assist the children 
during their learning process. Furthermore, the proposed 
platform would give parents and educators a clear view 
of the child’s progress, making it easier for them to plan 
subsequent exercises to continue building on the child’s 
knowledge.

Building upon the aid of professional educators, the 
application was developed using ASP.NET Core MVC, and 
was subsequently tested by occupational therapists and 
parents who assist children with learning disabilities. 
The methodology used was iterative, so that the website 
could be developed and improved through the feedback 

obtained, and decisions agreed on previously. The 
participating parents felt that this platform motivated 
them to be more involved in their child’s education since 
the platform is easy to use and easily accessible through 
electronic devices.

The occupational therapists (OTs) taking part in the 
project confirmed that this platform not only facilitated 
their work, but also allowed them more time to observe 
and guide children under their care. By recording and 
visually displaying the children’s progress, it enabled them 
to obtain a good overview of what they know and the 
progress they are making, thus facilitating their forward-
thinking process. The OTs also found that, by providing 
the appropriate context for the writing of letters of the 
alphabet ‒ and because the children preferred using 
technological devices to pen and paper ‒ the platform 
helped them to teach their pupils in a more engaging way. 
Furthermore, the OTs expressed the view that the platform 
enables a good handover, where detailed information 
about the child is efficiently passed on to other staff 
members from one year to the next. This better serves 
the child’s interests.
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Figure 1. Using the tablet-based web application to teach children core 
literacy skills
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Requirements elicitation and analysis is a development 
phase carried out at the initial stages of the development 
life cycle of every professional software solution. 
Historically, and by virtue of its nature, this development 
phase is prone to subjectivity and lack of rigorous structure. 
It is also considered by many developers as a relatively 
tedious phase. This project aims to study the requirements 
process itself, analyse its various constituent actions and 
properties, extract commonalities and propose aspects 
that may benefit from automated support, i.e. with as 
little human intervention and interpretation as possible. 
The use of automated tools for gathering requirements 
has become essential to the requirements-management 
process as it streamlines it, making it easier to track, test, 
analyse, visualise, and consequently to communicate to 
stakeholders [1].

Requirements could be categorised into two types: high-
level and low-level. Preliminary research was carried out in 
this area to obtain a good understanding of the categorisation 
of requirements by type. It was noted that when low-level 
requirements are well understood, this would facilitate 
the understanding of related high-level requirements 
[2]. However, the communicating of requirements and 
understanding between stakeholders could, at times, be 
subjective [3]. Therefore, research was also carried out 
regarding how such issues could be identified and managed, 

and if user experience might be a factor influencing this [4]. 
Further research was carried out concerning the manner 
in which human interaction could be mimicked in an 
automated fashion, and if any tools for this purpose exist. In 
order to gain a deeper understanding of any such tools, this 
study investigated the ways/methods in which requirements 
are elicited. Techniques involving computational aspects 
such as expert systems, fuzzy logic, machine learning 
applications and neural networks (alongside hash functions 
to reduce the data load) were subsequently considered 
when specifying the behaviour of the proposed solution. It 
was concluded that the most appropriate way to address 
the issue of automated requirements systems engineering 
would be through the use of a convolutional neural network 
(CNN). The requisite CNN, which acts as a binary classifier, 
could detect whether a requirement is ‘good’ or ‘bad’, 
according to a set criteria as to what constitutes a good 
requirement [5].

Like any other supervised machine learning design, the 
proposed solution could be divided into two parts: firstly, 
the training of the model, and secondly the testing (i.e. 
application) of the trained model. In simple terms, training 
is performed by passing the training data through the entire 
model, then comparing the predictions given by the model 
for the training data to the ground-truth labels. Once the 
model has finished training, the test data is then passed 
through. At this instance, the weights remain unchanged 
and the model would be evaluated on how well it managed 
to successfully classify the data. A dataset of raw system 
requirements was provided by KPMG. This dataset was 
then manually annotated according to a set of criteria that 
qualifies a requirement (i.e. indicates whether it is good or 
bad) [5].

The model performed very well on the test data, achieving 
high scores on metrics such as accuracy (0.90), precision 
(0.85), recall (0.88) and F-measure (0.86). When comparing 
the results to similar studies mentioned within the literature 
review, the model performed similarly and even better, in 
some cases. The manual checking of requirements is highly 
time-consuming and costly activity. The solution proposed 
within this study allows for the process to be carried out 
effectively and efficiently, with far less resources.

Figure 1. Structure of the CNN model

Automated requirements  
engineering systems
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Arithmetic operations on very large integers are used 
in many applications such as computer algebra, 
computational number theory and public-key cryptography. 
A drawback is that most computers are typically built 
with a word size of 32 or 64 bits, which means that a 
machine register can only hold integers up to a maximum 
value of 2^64-1 for unsigned numbers. A solution would 
be to use multi-precision arithmetic libraries, which 
would allow numbers of any size. However, increasing 
the size of the numbers would also increase the amount 
of work required to perform the necessary arithmetic. 
Since a central processing unit (CPU) might struggle to 
keep up with the complexity of these computations, a 
graphics processing unit (GPU) could be used to offload 
some of the work from the CPU. GPUs and have been 
deemed to be useful in high-performance computing due 
to their substantial parallel architecture of hundreds to 
thousands of arithmetic units.

In this project, a parallel version of the addition, 
subtraction and multiplication operations for large 

numbers was implemented on a GPU. The addition was 
implemented using the prefix-parallel technique, which 
has been used on a smaller scale in the carry-lookahead 
adder [1]. This technique offers greater efficiency when 
executed on a large number of processors. For the 
multiplication, a warp-synchronous approach was 
adopted [2], taking advantage of how the thread grouping 
was done in the GPU. For multiplications of even larger 
numbers, the Karatsuba algorithm was chosen. The 
parallel implementation was tested on an NVIDIA GeForce 
GTX 1050 (Figure 1) and compared with the GNU Multiple 
Precision Arithmetic Library (GMP), which runs on a CPU. 
For numbers of 2^30 bits, a speed-up of 1.7 was achieved 
for the addition operation (Figure 2). Furthermore, the 
multiplication operation achieved up to 2.6 speed-up for 
1024-bit numbers when fully utilising the GPU.

References/Bibliography: 

[1] A. Weinberger and J. Smith, “A one-microsecond adder using one-megacycle circuitry,” IRE Transactions on Electronic 
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Figure 1. Similar NVIDIA GeForce GTX 1050 GPU used for testing  
(source: NVIDIA)

Figure 2. Timings for 1,000,000 additions comparing the serial and parallel 
implementations
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The learning sciences have demonstrated a need for more 
flexible learning environments that encourage improved 
versatility in the educators’ teaching approach, taking well 
into account the diverse needs of learners, thus enhancing 
their learning experience [1].  Flexible learning environments 
revolve around the learners’ interests and diverse needs, 
making learning more personalised, accessible and engaging. 
One way of creating a flexible learning environment is through 
the use of digital technology [2].  

Classrooms are becoming increasingly technology-rich 
environments [2] and new trends in personalised learning 
and access rely heavily on the use of digital technologies. 
These new developments have the potential of assisting 
educators when seeking to reach out to more diverse 
learners, including those with autism spectrum disorders 
(ASD) [3]. Literature regarding this topic has invariably 
highlighted that the prevalence of children diagnosed with 
ASD is soaring [4] [5] [6].  It is claimed that children with ASD 
encounter learning barriers due to their limitations in social 
interaction and communication [7] [8] [9]. In a technological 
age, assistive technology may help these students to improve 
their performance in their educational journey, and also in 
developing other life skills [10].  Literature in the field claims 
that digital technology has proven to be all the more effective 
and beneficial to education, since it increases engagement 
resulting from enhanced interaction with technology [11] [3].

This study focused on young children diagnosed with 
ASD, and their learning

environment. Various bodies of research have 
demonstrated that the use of activity schedules is effective 
in developing diverse skills in children with ASD, such as 

engagement in learning tasks, willingness for participation in 
activities, and independence in transitioning between tasks 
and/or situations [12] [13].  This study, which is exploratory 
by nature and adopts a mixed-method approach, seeks 
to demonstrate and reinforce the effective use of activity 
schedules and how they support students with ASD in their 
daily tasks. 

Various interventions were made through an iterative 
approach, which enhanced the use of activity schedules as 
a digital tool. The design of the digital tool was informed by 
qualitative and quantitative techniques, including thematic 
analysis and standardised human-computer interaction 
(HCI) metrics involving various stakeholders, such as 
educators, learners and guardians. Furthermore, due to the 
unforeseen circumstances that emerged after a state of 
emergency was declared nationally in view of the COVID-19 
pandemic, which restricted physical access to the 
classroom, this research evolved to adapt the use of activity 
schedules to a new reality of virtual learning.  The emerging 
technology ‒ code-named LivePlan ‒ was developed as 
an online tool affording real-time collaboration facilities, 
as well as peer-to-peer voice and video communication, 
to enable educators, learners and their guardians to co-
create and manage the activity schedules.

The main findings of this research suggest that even 
in an emergency such as the COVID-19 situation, because 
of which learning was taking place virtually, the proposed 
activity schedule real-time collaborative platform afforded 
leaners a smoother transition between tasks/activities, 
while contributing to create a virtual and flexible learning 
environment.

Investigating real-time remote activity-
scheduling to facilitate learning for children 
within the autism spectrum
Keith Vanhear Supervisor: Dr Chris Porter
Co-Supervisor:  Prof. Paul Bartolo
Course: B.Sc. IT (Hons.) Computing and Business
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The use of tablet application to develop the 
social interaction skills of children with 
intellectual disabilities
Luke Xuereb Supervisor: Dr Peter Albert Xuereb
Course: B.Sc. IT (Hons.) Computing and Business

With technology creeping into every aspect of everyday 
life and facilitating various daily tasks, education is 
no exception. Technology could, and should help, with 
improving the speed and quality of education. Teaching 
social skills is an area that tends to be somewhat 
overlooked in the education sector, meaning that when 
technology is implemented in education, it is generally 
oriented towards enhancing academic skills.

Social skills could be defined as the necessary 
behavioural components that are essential in correct 
interpersonal interaction, inevitably also averting the 
causing of physical or psychological harm to others 
[1]. Social-skills training (SST) has been derived from a 
number of approaches, all of which assume that social 
behaviour could be taught using a number of structured 
teaching methods. Some of these methods include 
homework tasks, discussion and modelling [1].

 This project aims to apply the use of technology to 
the teaching of social skills to children with intellectual 
disabilities, focusing on the core skills required to behave 
within the social norms of society in a number of key 
social situations, such as the classroom, which forms a 
significant part of the daily lives of children.

This goal was achieved through the creation of an 
Android application, where, the children were provided 
with an innovative, interactive platform through 
which they could practice their social skills under the 
guidance of their learning-support educators (LSE). 
This is accomplished through a set of stories with a 
social theme, and with each ‘social’ story, the children 
are presented with three different illustrations. One of 
these illustrations portrays the correct way to behave, 
whereas the other two demonstrate incorrect behaviour. 
The children are encouraged to choose which illustration 
they think presents the correct behaviour. Gamification 
techniques, such as rewards and encouraging sound 
effects, were incorporated into the application to increase 
the children’s level of engagement and motivation. The 
illustrations were displayed through the use of video-

based instructions, which is the creation of videos by 
teachers to be used in a classroom environment, in such 
a way that the teacher would be in control of the exact, 
tailored content that is presented to each student [2]. 
Past researchers have proven that video-based instruction 
could be used successfully in helping adolescents with 
intellectual disabilities develop social skills [2].

The application was evaluated using a set of feedback 
forms, and surveys that were conducted among LSEs 
from two schools. More than one school was requested 
to participate in the evaluation of this study, so as to 
remove the possibility of any form of bias, which could 
have occurred if restricting the study to a single school. 

The results obtained from the evaluation suggested 
that the proposed IT solution does increase a child’s 
motivation and productivity in learning of social skills, 
and that gamification techniques play a crucial role in 
capturing children’s attention, enabling them to perceive 
an obligatory task such as social skills training as an 
exciting activity which they look forward to. Furthermore, 
the results also indicated that such an IT solution could 
facilitate the teaching process of social skills from the 
perspective of an LSE. However, the results relating to 
this research question were not conclusive, and further 
research on this matter would be required. 
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Figure 1. A snippet of the story entitled, “Giving Good Advice”
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A light field array consists of multiple cameras that capture 
different views of the same scene at the same time. The 
frames captured can be merged together to form a basic 
3D model of the captured object. Frame synchronization 
is necessary to ensure that all the cameras capture the 
scene at the same instant.

The aim of this project was to implement a multi camera 
system based on an NVIDIA Jetson TX2 microcontroller. 
The CMOS cameras used were from Leopard Imaging, 
where the MIPI interface was used to trigger the cameras. 
The available cameras and adapter board do not support 
frame synchronization in hardware, so the aim of this 
thesis was to minimise the timing discrepancy between 
the cameras as much as possible.

Several tests were conducted to compare alternative 
ways to trigger the captures, to ensure that the final 
system is functioning correctly, and to determine the 
synchronization error between the frames obtained from 
each camera. Furthermore, a user interface with physical 
buttons was implemented, making the system portable 

and user friendly. This was implemented by making use of 
the GPIO module provided on the development kit of the 
microcontroller.

The tests were performed by capturing frames of two 
types of clock animations. First, images of an analogue 
clock were captured, where the discrepancy between 
the frames was indicated by the difference in the 
position of the second hand. The smaller the difference 
between the position of the second hand, the smaller 
the synchronization error, hence a better synchronization 
between the camera modules. Another set of tests were 
conducted by capturing frames of a digital stopwatch. In 
this case, the synchronization error between the cameras 
could be obtained by calculating the difference between 
the times recorded in the frames. Again, the smaller the 
difference in time between the captured frames, the 
better the synchronization. Furthermore, when possible, 
the software also tracked the kernel timestamps of the 
captured frames. The difference between the recorded 
timestamps is equal to the synchronization error between 
the cameras. Each test was performed multiple times 
(up to ten times) and an average synchronization error 
calculated.

Implementation of Synchronised Multi 
Camera Video Capture on an Embedded 
System
Kyle Borg Supervisor: Prof. Johann A. Briffa
Course: B.Sc. (Hons.) Computer Engineering
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Figure 1. The hardware used for this project

Figure 2. Two frames captured that are comparing the discrepancy 
between the cameras using a digital stopwatch
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All modern automotive engines feature an engine control 
unit (ECU), which is a device for controlling emissions, 
performance, and efficiency. An ECU is activated through 
a number of sensors within an engine that constantly 
monitor it within set parameters and, from the information 
obtained, the ECU conditions the engine to control certain 
variables, such as amount of fuel sent into the engine and 
when to start it.

Many automotive companies strive to employ an ECU 
that could ensure that the engine would run to its full 
potential. Some ECUs feature different engine mappings, 
making it possible to switch from ‘economy mode’ to ‘sport 
mode’, thus switching from a fuel-efficient mode to a more 
powerful performance. However, certain functions could 
only be achieved in conjunction with an ECU. One example 
is the Volkswagen active-cylinder technology (ACT), which 
is designed to automatically stop the fuel supply to two 
of the engine cylinders when carrying a lighter load, in 
order to save fuel. Such functions make it possible to 
continue producing higher-performance engines, paying 
due attention to environmental obligations, by providing 
an optimal balance between performance, fuel economy 
and lower emissions.

This project consists of developing the hardware for an 
ECU based on a Genesys Virtex 5 FPGA platform, together 
with the necessary electronic interfaces required for 
monitoring sensors and driving actuators. The programming 
was carried out using the hardware-description language 
VHDL in order to define the digital module used to process 
the information received from sensors, and outputting the 
signals to the engine components. The electronic circuitry 
was employed to interface the crank position sensor, MAP 

sensor, and spark plugs, and for driving the injectors. The 
TLP250 optocoupler was especially used to isolate and 
protect the FPGA (field-programmable gate array) from 
potentially dangerous voltages, as well as to drive higher-
voltage components.

In order to implement and test the system safely, each 
module was built and tested separately. Components 
such as the injector, spark plug, and CPS modules were 
built and tested with hard-coded HDL blocks. Once their 
operation was confirmed, they were connected to their 
pertaining PMOD ports and circuit blocks, and tested 
again with an oscilloscope to confirm the voltage output. 
The timing of these components was also tested with a 
number of output flags to confirm that the various signals 
were switching on at the right time, and for the right 
length of time.

The final product contained three main hardware 
components, namely: an FPGA, a breadboard circuit 
for the interface electronics, and the several actuators 
and sensors on the vehicle itself. Each of these vehicle 
components was tested from the circuit output and 
FPGA, and it was confirmed that the FPGA could properly 
drive the multiple actuators and detect all of the sensors.

Since accuracy was a major consideration in the 
project, it was necessary to test the timing constraints 
thoroughly. To this end, the clock speed of the FPGA was 
set to 10 nanoseconds and the timing accuracy was to 10 
nanoseconds. This was deemed highly satisfactory, and 
in excess of what would be required from an automotive 
engine. All the basic functions were tested and confirmed 
to work properly with the given timing constraints down 
to the 10- nanosecond clock.

Figure 1. Block diagram of the system and actual implementation

Development of an FPGA Based  
ECU for a Petrol Engine
Andrew Muscat Supervisor: Prof. Ivan Grech
Co-Supervisor: Prof. Mario Farrugia
Course: B.Sc. (Hons.) Computer Engineering
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An IoT-Based Forest Fire Detection System
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The objective of this project was to design an IoT-based 
(internet of things) system that could detect fire as quickly 
as possible, in order to alert authorities before it spreads 
over an extensive area. The proposed system consists of 
an Arduino board integrated with a temperature, humidity 
and pressure sensor that communicates via long-range 
loT protocols, such as LoRaWAN, to relay information 
about their environment to a central server. Readings 
would be measured and sent wirelessly every couple of 
seconds. These are saved in a specified text file, from 
which graphs measuring each of the three weather 
variables (temperature, pressure and humidity) against 
time respectively could be generated to detect the change 
of rate of that particular variable being monitored.

The process outlined above would be necessary, 
as setting a threshold would not be enough to detect 
whether there is fire or simply a change in climate. The 
intention of using a multi-sensorial approach is to reduce 

false alarms and provide more accurate monitoring of 
the area under surveillance. Such a system would reduce 
the time needed to detect outdoor fire, resulting in less 
damage to the area. A key outcome observed from the 
results obtained was that the sensor module could detect 
changes in all three weather variables even up to a distance 
of 7.5 metres from the heat source ‒ and potentially 
even farther away ‒ obeying the laws of physics and 
the  inverse-square law, which states that temperature 
and pressure increase whilst humidity decreases. The 
simulations were performed with a successful wireless 
transmission from one microcontroller to the other, 
both connected to different power supplies and located 
in different areas from each other to test the LoRaWAN 
protocol-connectivity distance. 

In conclusion, it could be deduced that from all 
the simulations carried out, the system performed to 
expectations and produced the anticipated positive 
outcomes. In other words, the system gathered 
measurements from the sensor module and saved these 
as a text file for records purposes and the generation 
of graphs, and sent the data via IoT to a microcontroller 
acting as a base station situated at a distance from the 
area under observation.

Figure 1. Set-up of the system

Figure 2. A trial of the system, deployed in the Buskett woodland, in Malta
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Developing an educational game for children 
with speech sound disorder
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Speech sound disorder (SSD) is a broad term covering 
all the disorders, as classified by Dodd [1]. The omission 
or substitution of a phoneme, which is a distinct sound 
that distinguishes one word from another, is a common 
occurrence in persons with SSD. Children especially may 
find a certain speech sound difficult to express not only in a 
particular word but in any occurrence of that precise sound.

Much progress has been made on the subject of SSD 
treatment techniques such as the cycles approach and the 
minimal-pairs approach [2,3]. These advancements could 
be supported by technology in order to implement the 
techniques as affectively as possible, while also increasing 
the child’s motivation to practise. The involvement 
of technology in children’s learning has proved to be 
useful and effective when used correctly. Indeed, it has 
been noted that pupils making use of technological aids 
were very co-operative and active in the classroom [4]-
[6]. Children and teenagers today are among the largest 
group of tablet and smartphone users, and it is had been 
predicted that children between the ages of 3and 4 will 
use mobile devices more extensively during their lives, 
than their parents would [7]. Furthermore, these studies 
show how mobile games are one of the main reasons why 
children use tablets and smartphones on a daily basis 
because of their evident appeal [7].

This study followed the development of an educational 
game to bridge the gap between technology, and speech 
and sound learning. The game was developed on both 
iOS and Android platforms and was tested on multiple 
devices, including tablets. The pupils’ native language was 
adopted in testing the functionality of the devices used 
for transforming the speech produced by the user into 
text. The written word resulting from the user’s speech 

was then compared with the word displayed. The game 
implements treatment techniques such as minimal pairs 
and the cycles approach.

Furthermore, it incorporates game development methods, 
such as providing constant feedback to the user and using a 
bright colour scheme [8]. The game also produced statistics 
for speech and language therapists in order to identify five 
phonemes with which the child was having the most difficulty.

This study evaluates the effectiveness of an educational 
game in the field of speech production through the iterative 
process, and the evaluation meetings with speech and 
language therapists. This study also sought to assess the 
ability of the native-speech-to-text technology found in most 
mobile devices to be used for children with SSD. Qualitative 
data was gathered with the aid of a questionnaire, which 
provided two key findings. The first finding suggests that the 
use of an educational game was successful in motivating 
the children concerned in participating and to practise their 
speech. The second suggests that the native-speech-to-text 
technology could be quite difficult for a child with SSD to 
use, and therefore this technology could be further improved 
upon to be more effective for children with SSD.
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Figure 1. Screenshots of the educational game
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Classification between two classes of objects is a common-
use case for the creation of machine learning models. 
The general practice is to create a model consisting of a 
single binary classifier that could discriminate between the 
classes by putting the examples of the first class on one 
side of a generated decision boundary, and the examples of 
the second class on the other. However, it is often the case 
where it would be necessary to discriminate between more 
than two classes, which is a problem known as ‘multi-class 
classification’ [1].

A popular strategy adopted by multiple models is to 
use an ensemble of binary classifiers, built using some 
paradigm. These would collectively be able to discriminate 
between the series of classes. The paradigm, which would 
determine how the binary classifiers are built and interact 
with one another, is the focus of this project. Traditional 
paradigms have some notable limitations, such as 
scaling up poorly to very large datasets, necessitating 
the retraining of the entire model from scratch when 
a small update would be required. These updates may 
consist of adding more data related to current classes, 
or even including new classes, thus requiring an increase 
in classifiers. A prominent paradigm that harbours these 
limitations is One vs Rest [2], which builds a classifier for 
each class, such that each classifier uses all the examples 
from every class. Since the time taken to train each 
classifier would depend on the total number of training 
examples, this paradigm would take a long time to train 
on large datasets.

In an effort to overcome some of these limitations, 
this study presents three novel paradigms for multi-
class classification. The starting point is Similarity 
Based Learning (SBL), followed by the One vs Previous 
(OvP) method (Diagram (a) in the accompanying image). 
Lastly, these two would be combined into a modified 

algorithm of SBL (OvPSBL). The novel paradigms attempt 
to minimise the issue of poor scaling by decreasing the 
number of training examples required by each classifier. 
Moreover, in the event of new data entering the system, 
retraining from scratch could be avoided by decoupling 
the classifiers. This would require the retraining of certain 
classifiers only, rather than the entire model, thus making 
the novel paradigms suitable in both normal classification 
scenarios as well as lifelong machine learning [3, 4].

In this study, three paradigms have been evaluated 
over a purposely defined synthetic dataset (Diagram (b) in 
the accompanying image) as well as a real-world dataset 
(SpatialVOC2k) [5]., The presented paradigms were 
compared to a baseline paradigm so as to demonstrate how 
these scale up when changing the dataset characteristics, 
in relation to each other and traditional methods. Results 
show that, under most conditions, the studied paradigms 
are more efficient than current methods, whilst retaining 
a good classification accuracy. Furthermore, different 
paradigms work better than others in different situations. 
While this project offers a preliminary outline of how 
the paradigms perform, future work would help uncover 
further improvements and shed light on scenarios where 
certain paradigms would be more effective than others.
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Figure 1. (a) Overview of One vs Previous Paradigm  
(b) Visualisation of synthetic dataset
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Daniel Cauchi Supervisor: Prof. Ing. Adrian Muscat 
Course: B.Sc. (Hons.) Computing Science 
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Implementation of an electric  
guitar pedal on an FPGA
Peter Galea St John Supervisor: Dr Ing. Owen Casha 
Course: B.Sc. (Hons.) Computer Engineering

Implementing real-time digital signal processing could be 
computationally expensive when developed as software 
to be run on a generic computer platform. A solution to 
compensate for the high computational demand would 
be to implement it as an application-specific hardware. 
This could be achieved in various ways, one of which being 
through field-programmable gate array (FPGA), which 
permits an inherent parallelised architecture that facilitates 
real-time processing. 

The aim of this project was to develop and implement 
different digital audio effects, using a hardware 
definition language. In particular, this work presents the 
implementation of a guitar-effects pedal board, based on an 
FPGA. A block diagram representation of the implemented 
system is shown in Figure 1. The Atlys Spartan-6 FPGA 
trainer board was used since it features an AC-97 audio 
codec with line-in/line-out, microphone and headphone 
interfaces, which facilitated the implementation. A number 
of effects were introduced, including: echo, reverb, chorus, 
distortion, tremolo, phaser and flanging. The implementation 
of these effects was aided by considering the Z-transform 
transfer function of each effect. The implementation was 
designed around the AC-97 audio-codec hardware driver 
developed by Tony Storey, and obtained from Digi-Key. This 
driver runs at a 48 kHz sampling rate and features an 18-
bit signal representation. An analogue signal-conditioning 
amplifier, based on an OPA 350 operational amplifier, was 
also designed and implemented on a printed circuit board 
to adequately amplify the signal from an electrical guitar 

prior to feeding it into to the ADC of FPGA trainer board. 
It is to be noted that the AC-97 audio codec has its own 
frequency-dependent phase-shift contribution which had 
to be taken into consideration while carrying out the various 
tests.

The selected effect was applied to the raw digitised 
signal, which was eventually converted to the analogue 
domain through the on-board DAC, and outputted to an 
amplified speaker. The performance of the implemented 
system was tested and verified while comparing the 
measured results with those obtained from the ideal 
implementations carried out in MATLAB. Depending on the 
nature of the effect, the frequency response and/or the 
transient response of each effect was verified by means of 
a high-speed digital oscilloscope and a signal generator, as 
shown in Figure 2.

Figure 1. Block diagram of the implemented guitar-effects pedal board
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This project aims at developing a sensor glove that could 
process hand gestures and translate them into the 
corresponding alphabetical letter according to the American 
Sign Language (ASL). This would allow a deaf person to 
communicate using the said sign language alphabet to 
convey a message, without requiring the person at the 
receiving end to be conversant with ASL.

The glove incorporates a number of sensors sensitive to 
the smallest degree of the bending of each

finger. Flex sensors were the optimum choice for this 
function in view of their long lifespan, durability and ease of 
integration, given that their resistance changes in proportion 
to the bending of the sensor [1]. Ten flex sensors were used 
for this project to ensure that any bending in the two main 
joints of the fingers could be detected.

The glove would also be required to detect hand 
orientation. For this purpose, the BNO055 sensor was 
used. This enables the system to distinguish between two 
letters that employ the same finger formation, but with a 
different orientation. The same sensor was also used to 
detect any linear acceleration caused by the signing of an 
arch, which represents the repetition of a letter. The BNO055 
was chosen since it interfaces seamlessly with the LilyPad 
Arduino Main Board microcontroller. Using the appropriate 

software libraries, the BNO055 would provide the necessary 
orientation and linear acceleration values, which are then 
processed by the LilyPad [2].

The code was executed on the LilyPad microcontroller 
and translated the sensory data into the corresponding 
alphabet character, which was output on the Arduino IDE 
console. The data transmission from the LilyPad to the PC 
was handled by the HC-06 Bluetooth module, whereas 
power was provided by an armband-mounted battery, thus 
ensuring wireless operation.

In order to test the system accuracy, the glove was 
used to display each of the twenty-six letters for ten times. 
Nineteen out of the twenty-six letters were displayed 
correctly without any delay or false reading.

Three letters ‒ ‘C’, ‘P’ and ‘W’ ‒ were incorrectly detected 
10% of the time, whereas the letter ‘J’ was incorrectly output 
as the letter ‘I’ four out of ten times. There were also nine 
instances where the output letter (‘I’, ‘U’, ‘V’ and ‘W’) was 
delayed by a few seconds until the fingers attained the 
predetermined formation. Most of these issues could be 
attributed to slight movements of the flex sensors relative 
to the glove fabric, resulting in variations in the angle of the 
bend even when the same letter was being signed.

Sign Language Sensorial Glove
Lauri Anastasia Supervisor: Prof. Ivan Grech
Co-Supervisor: Prof. Ing. Victor Buttigieg
Course: B.Sc. (Hons.) Computer Engineering
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Figure 1. Image of Sensor Glove

Figure 2. System Block Diagram
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Classification of Deceptive  
Traits from Audio-Visual Data
Braden Refalo Supervisor: Dr Andrea De Marco
Co-Supervisor: Dr Claudia Borg
Course: B.Sc. IT (Hons.) Artificial Intelligence 

The automated analysis and inference of human behavioural 
traits by machine interfaces is a growing field of research. 
On the other hand, research regarding the study of deceptive 
traits and classification is relatively scarce. It has been 
established by various studies [1, 3] that the augmentation 
of multi-modal information (e.g. acoustic analysis of speech 
and visual lip-reading) could enhance the performance of 
speech recognition systems traditionally geared exclusively 
towards acoustic data. Similarly, the analysis of speech 
augmented with human body language and facial patterns 
could help provide information on traits such as emotional 
state, or whether a speaker is trying to deceive an audience 
or interlocutor.

Deception is an intriguing concept due to the fact that 
it is often misconceived by humans. As with sarcasm, 
understanding deception requires experience, yet there is 
no absolute and objective metric to determine whether 
someone is being deceptive. Sen et al. [1] developed 
an automated dyadic data recorder (ADDR) framework,  

which led to the first comprehensive deception database 
composed of audio-visual interviews between witnesses 
and interrogators. Although this was not the first work in the 
field, previous datasets were either not accessible or not 
optimised for machine learning (ML) techniques and tasks 
[1]. 

This project investigates various applications of ML 
techniques in attempting to detect deceptive actions 
and encapsulate those traits. Various ML models and 
hyperparameters were explored within the hyperparameter 
space with Bayesian optimisation tuning. The utilisation 
of the best performers played a very important role in 
producing the final classifier. The proposed system is 
composed of a deep neural network with recurrent long-
short-term memory (LSTM) cells. It is fed with aligned audio 
and OpenFace [2] features.

This study shows that a machine can capture and analyse 
deceptive traits at an adequate degree of confidence whilst 
achieving an AUC ROC score of 0.607. The existence of such 
an ML classifier suggests that there exists some pattern or 
latent model that defines deceptive actions.

References/Bibliography: 
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Figure 1. OpenFace visualisation for feature extraction [2]

Figure 2. Segmenting facial expressions from OpenFace action units [2]
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Automated Report Generation from Football 
Match Commentary
Jake Seracino Supervisor: Dr Joel Azzopardi
Co-Supervisor: Mr Nicholas Mamo
Course: B.Sc. IT (Hons.) Artificial Intelligence 

The sheer popularity of football means that most matches 
are extensively covered before, as well as after, the match. 
One particular practice that most news outlets follow is that 
of writing a brief, post-game report on the main highlights 
occurring throughout the match, such as goals scored or 
controversial decisions taken by the referee. Needless to 
say, such a task tends to be time-consuming, as it requires 
the writer to watch the match and then write the report. 
Moreover, online portals seek to produce and upload the 
report in as little time as possible from the end of the 
match, while the interest is still at its peak.

The main aim of this research was to propose a 
suitable architecture to automatically generate a football-
match report from the commentary of any given match. 
The problem was framed as a special kind of extractive 
summarisation, whereby each sentence in the commentary 
was considered as a candidate for inclusion in the final 
report. From each ‘candidate sentence’, a number of features 
were extracted so that they could be scored and ordered. 

The features employed for this study include those found 
in typical summarisation tasks, such as the position of a 
candidate sentence, as well as its sum of TF.IDF weights. A 
number of domain specific features, such as the inclusion of 
explicit highlight markers, were also utilised. These features 
are mainly based upon others used in similar research. After 
the commentary, the sentences were organised in the best 
combination of sentences, according to  a set word count, 
and were subsequently selected to compile the final report.

The study has taken into account that certain events 
occurring during a given football match tend to occur 
frequently together and in an ordered manner. This research 
has defined such phenomena as episodes and recognises 
them using sequential rule mining. The study also proposes 
a secondary architecture, which also accounts for episodes 
when compiling the final report. The performance of this 
data pipeline is compared and contrasted with one that 
does not consider episodes. Finally, the performance of 
both pipelines was measured against a number of task-
specific and general summarisation baselines to evaluate 
their validity in addressing the issue under discussion.

Figure 1. A football commentary transcript (extract)

Figure 2. An extract from a manually written match report
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A Machine Learning Approach to Predict 
Epileptic Seizures from EEG Data
Jonathan Cauchi Supervisor: Dr Lalit Garg
Course: B.Sc. (Hons.) Computing Science

In light of the recent progress in machine learning (ML) 
and artificial intelligence (AI), researchers aim to apply 
techniques for improving and automating certain facets of 
clinical practice. One of the more intriguing and compelling 
applications of modern computing in a healthcare context 
is the early detection and prediction of disease. In the case 
of epilepsy, the prediction of seizure onsets would allow 
patients to adequately prepare for such recurrent episodes 
of convulsion, thus improving their quality of life. Although 
seizures are preventable by specific medication and 
therapies, it is not uncommon for patients to suffer from 
intractable seizures caused by drug-resistant epilepsy. The 
prediction of seizure onsets would allow patients some relief 
in knowing when to be prepared and when to avoid activities 
that could be potentially dangerous, such as driving.

This dissertation presents a review of the performance 
of a set of supervised machine learning methods for the 
task of seizure prediction. The study involves using a dataset 
that includes non-invasive scalp electroencephalography 
(EEG) signals, which are brain electrophysiological readings 
that do not involve surgery. The findings are presented 

and compared with current research in the field. Upon 
completing data labelling and pre-processing, statistical 
and wavelet features from the signals were subsequently 
extracted, which in turn was used for training the machine 
learning models. The results obtained from the k-nearest 
neighbour (kNN), support vector machines (SVM) and 
ensemble classifier were compared accordingly. The 
results have been reported on the CHB-MIT dataset, which 
includes 198 seizure readings from 22 patients suffering 
from intractable seizures. The study suggests that the 
three above-mentioned methods deliver a similar level 
of efficiency. However, the ensemble classifier achieved a 
higher specificity, sensitivity and accuracy.
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Figure 1. The receiving operative characteristic (ROC) curve

Figure 2. Performance metrics
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NutriPeer: Design and implementation to help 
reduce nutrient misconsumption
Abigail Cortis Supervisor: Dr Lalit Garg
Course: B.Sc. IT (Hons.) Software Development

Most of the persons who download a health-related mobile 
application tend to use such applications for a few months 
at most, before losing interest in it [1]. This project aimed 
to help find design principles and features that would help 
increase the use of health-related mobile applications. 
To achieve this, an application – NutriPeer – was created 
specifically for this project.

One of the main features of NutriPeer is a recipe-
sharing platform, where users could share their recipes 
with other users, and therefore the pattern of offering the 
same advice, is broken. Another method to try to increase 
the duration of the interest in using the mobile application 
was by performing a survey before designing the application 
to determine what prospective users would like a nutrition-
oriented mobile application to include, but also to facilitate 
usability testing once the application was developed. 

During the development phase, it was ensured that the 
design principles in Material Design [2],along with coding best-
practices, were duly observed. At the requirements gathering 
stage, a survey was conducted asking potential users about 
which features they would like to see in a nutrition-oriented 
application that would motivate them to use the application, 
since no participant was using a nutrition-oriented mobile 
application. The most sought-after feature was a barcode 
scanner to log food consumption, given the perceived ease 
of use of such a feature. Another request was to include 
a recipe-sharing function, through which users could post 
and share their recipes, allowing other users to rate them 
according to their view of the recipe. Subsequently, usability 
testing was performed to ensure that the application would 
meet user expectations when seeking to use a nutrition-

oriented mobile application. This was conducted by giving 
participants access to NutriPeer for a pre-set period of time, 
at the end of which user feedback was sought through a set 
of questions. 

The application developed for this project includes 
the function to keep a log of food items that the user has 
consumed during the day, while giving an indication of the 
required daily intake of nutrients such as carbohydrates, 
protein, fibre and fat, as well as offering recipes to help 
the user achieve the recommended nutrient intake as 
suggested by the World Health Organization (WHO) [3]. Due 
to a high demand in the requirements gathering phase, the 
application also includes a water-intake diary to facilitate 
keeping track of the amount of water users would have 
consumed during the day.

Figure 1. The NutriPeer logo
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A study on the effectiveness, robustness and 
safety of smart wheelchairs in well-defined 
spaces
Dejan Mijailovic Supervisor: Dr Michel Camilleri
Co-Supervisor: Dr Peter Albert Xuereb
Course: B.Sc. IT (Hons.) Software Development

Transportation of people and objects in indoor areas requires 
several costly resources. Different environments such as a 
warehouse, workplace, or hospital, have similar requirements 
and face similar problems. In specific, individuals using a 
wheelchair who require another person’s help to move from 
point A to point B seek facilitation to make their lives easier. 
Smart wheelchairs could have the potential to provide a 
solution to some of their needs. A smart wheelchair is an 
upgrade to a powered wheelchair and a normal wheelchair 
as it merges the use of artificial intelligence and mobile 
robotics with the present Power Wheelchair technology. 

By adding an extra level of intelligence, smart wheelchairs 
may overcome many of a normal wheelchair’s limitations 
by performing autonomous movement with minimal user 
intervention. Moreover, on another level, the wheelchair 
may be made capable of navigating a building autonomously 
and safely by exploiting various sensor technologies and 
computer-based logic. A variety of prototypes have been 
developed by several global research institutions. Although 
these mobility systems are still being developed and tested, 

they have only recently been introduced to the commercial 
world due to their high costs.

The aim of this study is to replicate a smart wheelchair 
through a robotic prototype with the use of the low cost and 
readily available hardware, and to measure its effectiveness 
robustness and safety for the intended task in an objective 
and methodical manner. The prototype was installed with 
a motor driver and several sensor components. A software 
infrastructure was built on top of the Robot Operating 
System to connect the components installed on the 
robotic vehicle, control them through a single integrated 
system, and take measurements. Two different navigational 
modes -- semi-autonomous and autonomous algorithms 
-- were designed and implemented onto the robot. The 
core functionality of this system focused on navigation 
and location of the prototype, as well as decision making 
depending on the scenarios – including obstacle avoidance. 
Given the constraints, due to the robot’s small size, an 
environment was built to emulate typical scenarios and used 
for experimentation to obtain the required performance 
data. The outcome points to the possibility of replicating 
this study on a smart wheelchair in real scale, with the aim 
of reducing costs significantly whilst still addressing safety 
requirements and ultimately enhancing wheelchair users’ 
independence.

Figure 1. Prototype of the robotic vehicle

Figure 2. ROS node functionality diagram
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Detection and classification of  
brain haemorrhage
John Parnis Supervisor: Prof. Ing. Carl James Debono
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Course: B.Sc. IT (Hons.) Computing Science

A brain haemorrhage is a rupture of the blood vessels 
within the brain, and is very often life-threatening [1]. Brain 
haemorrhaging is the third-leading cause of mortality across 
all age groups and is mainly caused by haemorrhagic stroke 
or trauma [2]. There are various types of blood haemorrhage, 
including: intracerebral, intraventricular, intraparenchymal, 
subarachnoid, subdural, and epidural haemorrhages. 
Diagnosis tools used by medical experts to identify the 
type of pathology include: computed tomography (CT) or 
magnetic resonance imaging (MRI) scans, lumbar puncture, 
or cerebral angiography [3]. This study focuses on the use of 
CT scans as a method for diagnosis.

The detection and localisation of a brain haemorrhage is 
highly time-critical, as the longer a case goes undiagnosed, 
the higher the possibility of a fatality [4]. This study focuses on 
developing an automated software tool to aid radiographers 
in classifying the type of bleeding present in a series of CT 
scan slices, and hence localising it. This is accomplished 
through the design of a computer-aided diagnosis (CAD) 
system based on a deep learning algorithm. Specifically, this 
study explores the use and implements a three-dimensional 
convolutional neural network (3D CNN). A CNN is a network 
of layers that reduce an image to its most basic features, 
making classification easier. The convolutional layer is the 
layer that translates the image to usable data, scanning 

small sections of the image and assigning them to different 
filter classes. The same holds for a 3D CNN, except that 
in this case the kernels move through three dimensions of 
data and produce 3D activation maps [5]. 

When building a CNN structure, it is always best to start 
with as small a setup as possible and gradually expand, 
increasing layers and units until the validation error stops 
improving. Architectural optimisations were also used in 
this study to improve computational performance. These 
included the use of skip connections and pointwise filters.

To train and test the developed solution, this study 
makes use of a dataset of 143 cases, where each case holds 
multiple slices of CT scan images. In preparation for the next 
stage, each image was reduced to a 128×128 pixel image and 
stacked, in order to obtain 143 stacked 3D images with a 
shape of 100×128×128×1, where 1 represents the greyscale 
channel and 100 is the stack height. In cases that did not 
contain precisely 100 images, the available images were 
truncated or padded accordingly. During this process an 
image augmentation was also undertaken so as to obtain 
another 65 images for each training case. The dataset was 
split into: 80% training and 20% for testing. The divide was 
carried per classification, rather than as a whole, to ensure 
a proportionate distribution. The derived results obtained 
were deemed satisfactory for the purposes of the project.

Figure 1. The 3D CNN architecture for the classification of brain 
haemorrhage from CT scan images
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Enhancing an existing patient dashboard with 
the use of internet of things
James Theuma Supervisor: Dr Conrad Attard
Course: B.Sc. IT (Hons.) Software Development

The internet of things (IoT) has become increasingly popular 
within the healthcare sector as it could help resolve various 
issues and facilitate the automation of a number of tasks 
[1]. The aim of this dissertation was to enhance the patient 
dashboard – a web application used by medical staff at 
Mater Dei Hospital (MDH) ‒ by improving the overall user 
experience for the said staff, while also applying case 
studies that make use of IoT. 

The patient dashboard connects multiple modules from 
all departments to store all available medical data regarding 
individual patient’s ‒ such as administered medication, 
blood test results, etc. – to be displayed on a single screen. 
Many case studies were viewed and analysed to identify 
where IoT was being used in the healthcare sector, and how 
it could be better applied to the patient dashboard [2].

The project also required conducting usability studies. 
These were carried out among medical practitioners, and 
also involved developers from the hospital’s IT department 
working on the existing patient dashboard. This was done 
in order to get a better understanding of how and where 
IoT is being used at the hospital. Results from this study 
have shown that, overall, the application offers a wide scope 
of functionality. However, the medical practitioners also 
pointed out certain user interface (UI) issues affected the 
number of steps required to carry out a task. Features such 
as searching for a patient were only available in the main 
menu, and navigating through a patient list was not possible. 
These UI issues proved to be tedious for the medical 

practitioners when conducting ward rounds at MDH. Upon 
getting further clarification, the case studies that were given 
the highest scores by the participants were designed and 
implemented creating prototypes to be evaluated later on in 
the study. The new features that were introduced made use 
of IoT, including QR and barcode scanners, as

well as near-field communication (NFC) protocols. 
Following the above, another usability review was carried 

out on the developed prototypes. The participants found the 
new UI to be less time-consuming (i.e. in accessing certain 
features) and also relatively clear and easy to read. Finally, 
upon testing the features that made use of IoT, medical 
practitioners were greatly satisfied with the performance 
and the extent to which the features promised to facilitate 
their daily task.
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Figure 1. Business-process diagram outlining the ward-round process

Figure 2. Case study example: writing data onto an NFC tag
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The demand for outpatient services is constantly on the 
increase. Catering for a high volume of patients inevitably 
causes the said services to encounter difficulties, such as 
clinic inefficiencies [1]. To mitigate this, the said services have 
undergone significant changes over the last 20 years [2]. 
Furthermore, pace of change quickens when both the patients 
and medical staff make use of the relevant technology to 
better address the fluctuating rates of referrals from general 
practitioners (GP) that tends to exhaust specialist resources 
[1]. 

This study consists of analysing clinical processes, 
designing dashboards and developing a solution by applying 
prediction algorithms. Clinical-appointment scheduling 
processes have been designed in business-process model 
notation (BPMN) to better understand how appointments and 
referrals are performed in the clinic. Business intelligence (BI) 
dashboards were designed to represent such information in an 
effective format, and to facilitate clinic analysis. Furthermore, 
prediction algorithms were applied to the dataset to generate 
the likelihood of a patient missing an appointment, thus 
triggering effective future appointment scheduling and 
helping to prevent missed reschedule opportunities [5, 6, 7]. 

A case study that has been chosen for the proof-of-
concept attempts to address appointment scheduling 
problems within the Urology Clinic at the Outpatients 
Department at Mater Dei Hospital. These concern the 
appointments that are often assigned to non-urgent cases, 
and are usually not scheduled according to criteria such 
as patient appointment urgency or age of patient age, 
among others. Additionally, certain non-urgent, follow-up 
appointments could be postponed for the benefit of the truly 
urgent cases. The prediction algorithms enable clinicians to 
plan for future appointments by knowing which appointments 
are likely to be missed, and consequently to reschedule the 
urgent cases accordingly. Moreover, dashboards portraying 
valuable information would assist the staff in understanding 
the state of the clinic and patient throughput details [3, 4]. 
Such patient demographics could aid the consultant and 
other medical staff to set criteria for incoming appointments 
resulting from GP referrals. 

The requisite data for the project, including information 
regarding requirements at the clinic, were obtained by 
organising meetings with the consultant and other key 
medical professionals working at the clinic. An interview 
was set up with the clinic consultant to discuss in detail 
clinical processes, current issues and key performance 
indicators that would best be visualised in dashboards. 
A usability study was conducted with five participants 
to gather their feedback regarding the dashboards, their 
functionality and design. Upon reviewing the available 
feedback, it was noted that the various respondents were 
in favour of such dashboards, as they found them to be of 
significant assistance to medical staff. Since the usability 
score was very high, it was concluded that the dashboards 
were suitably designed for this scenario. 

At the time of the study, the clinical patient 
administration system (CPAS) under review, did not capture 
the required amount of clinical data. Hence, an external 
dataset had to be sought for the purpose of testing the 
prediction models. The methodology for applying prediction 
models on the dataset was divided into stages, as shown 
in Figure 1. The performance of these prediction models 
yielded very satisfactory results. The ANN model appeared 
to be best suited to function on unknown data, and hence 
could be considered as a possible solution for managing 
appointment allocation at the Outpatients Department. The 
outcome of this study could have been more realistic and 
applicable, had the CPAS captured more data with regard to 
clinic appointments, schedules and GP referrals.

Figure 1. The process of applying prediction models on a publicly available 
dataset, split into stages
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Transmission of MPEG-DASH over LTE
Max Bonavia Supervisor: Prof. Ing. Carl James Debono
Course: B.Sc. (Hons.) Computer Engineering

For this project, a long-term evolution (LTE) 
communications testbed was used to study and analyse 
the streaming of videos using MPEG-DASH (Moving Picture 
Experts Group Dynamic Adaptive Steaming over HTTP) 
standard. This is an adaptive bitrate streaming technique 
used by many streaming platforms such as Netflix and 
YouTube.

The LTE testbed was implemented and configured 
through the support of Vodafone personnel. The router 
provided by Vodafone was used to connect a device (in 
this case a laptop) to the Web through the 4G network. 
The router itself contains a SIM card to allow access to 
the network, whilst another SIM card is used to record the 
received signal strength using a cellular device through 
the G-NetTrack Lite application. The accompanying 
diagram illustrates the path of the connections.

This study focuses on the use and benefits of using 
MPEG-DASH as an adaptive video streaming technique. 
Hence, any impairments on the audio aspect have not 
been considered. The different open-access videos used 
in the project were chosen from those made available by 
the Institute of Information Technology (ITEC), and were 
encoded using FFmpeg. FFmpeg is a very convenient 
open-source tool offering many useful libraries, including 
libx264 and additional subcommands that specify how 
the video is to be encoded.

The videos used were from three main categories, 
namely:

1.	 Sports ‒ for fast-changing pixels in frames;
2.	 Film/interview ‒ for a slower-paced but instant 

frame change;
3.	 Animation ‒ to analyse a more artificial picture.
Performance curves were plotted to provide a visual 

assessment of the optimal parameters and limitations 
of the LTE system being tested. These performance 
graphs are the result of video frames versus important 
parameters, such as peak signal-to-noise ratio (PSNR), 
structural similarity index metric (SSIM) and derivations 
from the two. Using the open-source video-quality 
measurement tool (VQMT) executable through command 
prompt, Excel sheets were created with the parameter 
levels with every frame of the video, where the original 
video was compared against the recorded video. This 
provided a helpful representation of the quality of the 
transmitted video.

The objective metrics provided by VQMT are the 
following:

1.	 PSNR:  peak signal-to-noise ratio
2.	 SSIM:  structural similarity index metric
3.	 VIFp: Visual Information Fidelity, pixel domain 

version
VQMT was used on the videos within the following 

parameters:
1.	 Perfect conditions: optimal internet speed with a 

free, unoccupied bandwidth and sound-to-noise 
ratio (SNR) of 30dB or higher (excellent channel 
conditions). PSNR range 40-60dB.

2.	 Bad-mid traffic with good channel conditions: 
internet speed ranging from 1Mbps to 20Mbps 
and SNR of 30dB or higher. PSNR range 10-30dB.

3.	 Good traffic with bad-mid channel conditions: 
internet speed of 30Mbps and higher, with an 
average speed of 50Mbps and SNR in the range of 
0dB to 20dB. PSNR range 20-45dB.

4.	 Bad traffic with bad channel conditions (worst 
conditions): a combination of the bad conditions 
from Points 2 and 3 in this list. PSNR range: 
5-15dB.

For each condition, a range of values using VQMT 
were obtained. Perfect conditions resulted in PSNRs 
in the range 40-60dB, whereas the worst conditions 
only managed 5-15dB. Bad-mid traffic conditions with 
good channel conditions performed worse than when 
there is good traffic coupled with bad-mid channel 
conditions with PSNR values in the range 10-30dB and 
10-45dB, respectively. SSIM gave quite similar results 
in all cases, as envisaged. SSIM should not be below 
0.8, and if this occurs it is most likely that the two 
videos are no longer in phase. Therefore, in such cases 
the reference frames were compared to wrong output 
frames.
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Figure 1. Outline of the system
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Advancements in technology have led to new image 
and video-capturing devices that can record the whole 
surrounding. Such devices are called 360-degree or 
omnidirectional video cameras. Moreover, 360-degree 
video cameras operate at much higher data rate than 
traditional video cameras, as the data recorded consists 
of four times more horizontal pixels compared to a typical 
video. Therefore, effective video-streaming and encoding 
technology is required to transmit a video stream of such 
magnitude over a wireless connection.

Most 360-degree cameras currently available on the 
market transfer the stream of data to a nearby device 
over a wireless fidelity (Wi-Fi) connection. A problem 
surrounding this technology occurs when the camera 
moves further away from the Wi-Fi device, thus weakening 
the connection and impacting the quality of the received 
video stream. A solution for such an issue would be to 
opt for video streaming through a long-term evolution 
(LTE) connection, as such networks provide better radio 
coverage that allows for consistent data-transmission 
rates.

This project involved reviewing a standard approach 
towards streaming 360-degree live video through LTE 
technology. The setup consisted of a local cell (eNodeB) 
that received an ongoing stream of video data from a public 
server connected to the internet. A set of three different 
video samples – which differ in bitrate depending on the 
chosen encoding scheme ‒ was used throughout the 
research. Moreover, each video sample was transmitted 
at three different resolutions (FHD, UHD and 4K), thus 
covering every possible variation that could occur in the 
videos.

Additionally, a series of both hardware and software 
techniques were implemented to emulate multiple users 
and external interferences, as the setup offered a perfect 
connection unlike  real-world scenarios. Hardware 
techniques included the introduction of attenuation on 
the signal itself, thus representing signal degradation 
as the device moved further away from the radio cell. 
Moreover, dedicated software was utilised to introduce 
background traffic, as typically the same cell delivers 
and receives other data from different users, and also 
to effectively simulate multiple users connecting to the 

same server. As regards optimal quality of experience 
(QoE), the system requires that the source upload and 
user download bandwidths should always be greater 
or equal to the video-stream bitrate, multiplied by the 
number of users watching the stream. Furthermore, to 
determine QoE, the received video was compared with 
the reference set at the server. This was done through a 
series of objective measures such as bitrate, peak signal-
to-noise ratio, and structural similarity for different setup 
configurations.

In conclusion, after processing the gathered 
information, it was found that the statement previously 
mentioned with regard to system requirements only holds 
true in perfect network conditions. As traffic and network 
attenuation were introduced, the stream suffered 
drastically and QoE deteriorated. This was due to the fact 
that the network bandwidth was being overloaded with 
information, which resulted in data packets being lost in 
transmission. In order to avoid such occurrences, it would 
be necessary to always leave a portion of the network 
bandwidth unused, and the signal-to-noise ratio of the 
received signal should also be above a predefined level, 
depending on the system being used.

Figure 1. The test System

Transmission of 360 Degree Video over LTE
Damian Debono Supervisor: Prof. Ing. Carl James Debono
Co-Supervisor: Dr Mario Cordina
Course: B.Sc. IT (Hons.) Computer Engineering
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Interfacing Sensors and  
Approximating their Position
Carl Joseph Vella Supervisor: Prof. Ing. Saviour Zammit
Course: B.Sc. (Hons.) Computer Engineering

The objective of this project is to compare the functionality 
and performance of three low-power wide-area network 
(LPWAN) /   Internet of things (IoT) technologies ‒ 
namely, Sigfox [1], LoRa [2] and NB-IoT [3] ‒ which were 
deployed in a rural area in Malta covering 7 km². The 
main focus was to conduct experiments, based on three 
System Development Kits (SDKs) in order to analyse the 
performance of these technologies in terms of path loss, 
received signal strength indicator (RSSI) and signal-to-
noise ratio (SNR) in outdoor scenarios. In addition, the 
technical differences between these technologies have 
been studied theoretically and evaluated in real-world 
deployments. Finally, the project also considered different 
application scenarios and elaborated upon which of the 
three LPWAN technologies would best fit.

The Hata propagation model was used to estimate 
path loss for the three technologies. This model predicts 
the path loss between the end-device and the base 
station, depending on the height of transmit-and-receive 

antennae, the frequency of operation, the distance 
between them, and the type of environment (urban, 
suburban, rural) and line of sight. The said model was also 
used to observe how the RSSI correlates with path loss 
and distance values. The Hata model predicted the values 
of the path loss consistently for all three technologies. In 
all the cases, the RSSI was observed from the statistics 
of their server and compared with the calculations of the 
Hata model, and the results were found to be reasonably 
accurate, with quantifiable discrepancies.

The MATLAB programming language was used 
consistently throughout the study code scripts to collect 
data from the three SDKs. The comparison of data was 
made more statistically accurate by coding scripts to 
obtain data at certain intervals, and over a long period of 
time for all the three technologies. This process provided 
a large sample of compiled data, thus better determining 
the average values and avoiding errors inherent when 
testing on a small sample size. Furthermore, MATLAB 
scripts were alsoused to present statistical data to better 
understand the behaviour of each individual device in 
their respective locations.

It is being envisaged that future users could make 
use of the results obtained from this study to make an 
informed decision on which technology would be best 
suited for their preferred IoT application.

References/Bibliography: 
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Figure 1. Google Earth view of the coverage area

Figure 2. The SDK microcontrollers used in this study
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Simulation of Radio Wave Propagation in the 
CERN Particle Accelerator Complex
Christian Vella Supervisor: Dr Gianluca Valentino
Course: B.Sc. (Hons.) Computer Engineering

The aim of this Final Year Project was to study and 
propose a model to contribute towards optimising 
wireless communication within the complex of the 
particle-accelerator tunnels operated by the European 
Organisation for Nuclear Research, better known as CERN 
(from the French Conseil européen pour la recherche 
nucléaire). 

This study seeks to follow the development of a 
model based on a ray-tracing algorithm, to calculate the 
effects of radio propagation within the field of a tunnel 
environment. The simulator utilised in the project provided 
a heat map describing the signal intensity throughout the 
tunnels given a known transmitter location. Consequently, 
this facilitated the extracting of the knowledge required 
to be in a better position to model and plan the best 
transmitter locations towards optimising coverage. In 
addition to the aforementioned points, different scenarios 
were considered, and this was achieved by placing the 
transmitter at various locations within the context of 
this project. The overall electromagnetic interference 
map resulting from the propagation within the network 
was generated vectorially by combining the resulting 
propagation maps. This study presents the findings 
from the different scenarios created during the research 
process.

The motivation behind the project is to facilitate the 
work of staff operating within the accelerator-tunnel 
community, thus increasing the efficiency of their output. 
In the case of tunnels with considerable length, such as 
the Large Hardon Collider (which, being approximately 
26km is currently the largest particle collider in existence) 
communication would be crucial in the day-to-day running 
of the tunnel. Therefore, the model being proposed 
would contribute towards improving communication 
between workers possibly located kilometres away from 
one another. Additionally, the model could also be used 
to pinpoint any faulty equipment inside a tunnel more 
effectively

While this project may seem to be bound to one 
particular tunnel environment, it could be repurposed in 

various contexts. The project sought to develop a working 
analytical tool that would allow the replication of wireless 
propagation in any indoor environment. This would make 
it possible to easily modify the frequency of the waves, 
or to implement different materials by changing the 
dielectric constant.

This project also seeks to ensure that designers and 
planners of such networks would have all the information 
they would require in planning such networks. By simulating 
and testing each set-up, contributes towards eliminating 
guesswork in choosing different configurations.

Figure 1. Ray transmitter placed 
in the centre of the 300m x 8m x 
8m tunnel used in the project

Figure 2. Two ray transmitters 
placed in two corners of the 
300m x 8m x 8m tunnel used in 
the project
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How much do we take 
for granted? The an-
swer is probably the 
vast majority of actions 
we undertake on a dai-

ly basis: from watching TV to heading 
to the nearest corner store, we nev-
er bat an eyelid at how many of our 
senses and abilities we use in order 
to make that ‘simple’ action happen. 
But, for example, how can you use 
the internet if you are not physically 
able to manoeuvre a mouse or use a 
touchscreen? And how do you read a 
map if you are visually impaired?

These questions have been asked 
by two Master’s in Computer Infor-
mation Systems students who are 
currently working on two separate 
projects that can make the world a 
whole lot better for those they are 
aimed at.

The first is by Alison Marie 
Camilleri, and it seeks to make the 
internet accessible to a whole host 
of people who are currently unable 
to access it due to their physical dis-
abilities. To do this, Alison has creat-
ed a new type of browser that works 
using Steady State Visually Evoked 
Potentials (SSVEPs), which refer to 
on-screen stimuli in the shape of 
buttons that flicker at frequencies 
greater than 5Hz. 

“The first part of the study sought 
to determine whether web technolo-
gies could be applied to producing 
the necessary stimuli for use in a 
brain-computer interface sys-
tem,” she explains “This in-
cluded a series of lab-based 
studies through which we 
also determined that spe-
cialised approximation 
techniques could allow us 
to present a greater num-
ber of concurrent on-screen 
stimuli.

“Secondly, having considered a 
number of factors, such as the sta-
bility and the accuracy of generated 
stimuli, the burden of stimuli-gener-
ation on CPU/GPU usage, as well as 
performance under high-load situa-
tions, Cascading Style Sheets (CSS) 
was identified as the most suita-
ble technology for producing SSVEP 
stimuli for the web browsing appli-
cation,” she continues.

Currently, the system can deter-
mine which of these stimuli the user 
is focusing on through the processing 
of brain signal data that is captured 
via an EEG headset. Through this, us-
ers are now able to scroll, refresh, 
zoom in and out, click on links, inter-
act with input text fields, go back-
ward and forward, type using an on-

s c re e n 
keyboard, 
and book-
mark websites, 
among other abil-
ities. And all this, 
without the need to 
move a mouse, type on a physical 
keyboard, or tap on a screen. 

The browser now supports most 
standard web browsing functionali-
ty, but there is still one major pitfall: 
the EEG headset is expensive to buy. 
For that reason, in the future, Alison 
would like to look into cheaper alter-
natives for hardware.

The second project is by Karen 

Developing 
accessibility through 
computer information 
systems

ALISON MARIE CAMILLERI and KAREN DIMECH, 
two students reading for a Master’s in Computer 
Information Systems, are looking to make maps 
and the internet more accessible. Here’s how.
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Dimech, who is working on making 
digital maps accessible to visually 
impaired users. This is being done 
through a simple yet revolutionary 
system which gives each element on 
a map a sound that is triggered when 
the user’s finger is placed on it on 
a touchscreen. An example of this 
would be the sound of steps when 
the user’s finger is on a street that 
has pavements. 

The final result is that, through 
one of these auditory maps, visual-
ly impaired users can get from Point 
A to Point B with greater ease. And 
this is done not just by the in-app 
sounds, but by the other things the 
map gives them. 

Users, in fact, can know what 
type of shops are nearby, thus help-
ing them better orient themselves 
through real-life sounds and smells. 
Moreover, they are also told wheth-
er there is a pavement on a certain 
street, and whether there are zebra 
crossings or steps on their route. 
They will also be able to know what 
public amenities are nearby includ-

ing gardens where they can take their 
guide dogs.

“At the moment, no popular map 
service offers this sort of accessi-
bility, which means I had to plot the 

map from scratch,” Karen contin-
ues. “Then we had to decide which 
sounds would work best with each 
element on the map. We also had to 
keep in mind that the devices this 
sort of map would work on couldn’t 
be too expensive.

“The final result is a brows-
er-based map that works well on 
a variety of devices and which is 
densely populated with elements 
that explain exactly what the user 
will encounter on their journey in-
cluding any hazards or obstacles 
like benches, trees, shrubs, steps or 
bins.”

These projects show just how 
wide the scope of the Information & 
Communications Technology can be, 
and that no problem is too abstract 
to be solved given the right tools are 
provided and the right amount of 
determination is present. The best 
part, however, is that through Ali-
son and Karen’s projects, the lives of 
thousands of people could be made 
much better in the near future.

“Karen Dimech 
[…] is working on 
making digital 
maps accessible 
to visually impaired 
users”
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From experts giving ad-
vice on various media to 
celebrities revealing their 
conditions, mental health 
is finally being taken se-

riously and discussed publicly. Yet, 
while awareness has increased, the 
truth remains that it is hard for those 
who do not suffer from mental dis-
orders to understand what a person 
who does goes through. 

That, however, is where Andrew 
Cachia’s Master’s in Artificial Intelli-
gence (AI) comes in.

Working together with the De-
partment of Mental Health at the 
University of Malta, which is the in-
stitution that first asked for such a 
project to be initiated, Andrew has 
married AI with Virtual Reality (VR) to 
create a virtual world. In this world 
people can experience the reali-
ties of schizophrenia, a condition in 
which sufferers interpret the world 
abnormally, at first hand. 

“Once the user enters the sim-
ulation, they will find themselves in 
an office scenario,” Andrew explains. 
“The user is then free to roam the 
space, interact with the characters, 
and even use a number of the ob-
jects found within it, such as the 
telephone. The AI side of this comes 
with the actual interaction.”

Upon the user interacting with 
an object or a character, the AI al-
gorithm, which was created using AI 

Planning techniques, sets in motion 
a series of events that are unique to 
each player’s interaction. So, for ex-
ample, if the user speaks to the col-
league character, and the latter asks 
how the user’s day was, the software 
will initiate a reaction that is corre-
lated to the specific answer.

“So should the user tell the col-
league that their day was good, then 
the user may start hearing bodyless 
voices repeating how the person’s 
day can never really be good,” An-
drew continues. “AI truly increases 
the immersivity of the experience 
and gives users a unique experience 
every time they try it.”

The idea behind this software is 
that users get to experience what 
it’s really like to live with schizo-
phrenia. The ‘effects’ in this virtual 
world include seeing things that are 
not there (to correlate with the visual 
hallucinations schizophrenia suffer-
ers experience) and hearing voices 
(this applies for auditory hallucina-
tions), among other things.

The main users of this schizo-
phrenia simulation software are stu-
dent nurses reading for a Master’s in 
treating and handling patients with 
mental disorders, and it’s already 
being used for this purpose. Many, 
in fact, have hailed it for the way it 
humanises the condition and for how 
it has aided them in being more em-
phatic in the way they view it. 

Simulating 
schizophrenia

By bringing together 
AI and VR, ANDREW 
CACHIA is giving a 
whole generation of 
student nurses the 
chance to understand 
schizophrenia in a way 
that has never been 
possible before. 
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As a pilot project, this software 
has truly been a success, and An-
drew is incredibly pleased with the 
results. But, more than just being 
grateful for what he’s achieved, he’s 
also appreciative of what the process 
has taught him.

“I found this project to be ex-
tremely interesting,” he says. “First-
ly, it combined VR with AI, which is a 
field that is still largely unexplored. 
Secondly, there was the challenge of 
realistically simulating a condition 
like schizophrenia, which until now 
has mostly been done through role 
play. Thirdly, this is contributing to 
aiding those with mental health is-
sues, which is a noble cause and that 
makes it all the better in my eyes.”

Talking about what this project 
could develop into in the future, An-
drew says that he would love to con-
tinue building on the work that has 
been done so far. For a start, he would 
like to create a more realistic virtu-
al world so that the divide between 
the real and the fictitious is lessened. 
He’d also like to see the project ap-
plied to other scenarios and types of 
mental disorders so that health stu-
dents can understand the conditions 
better, and patients can receive bet-
ter treatment and more empathy.

“Through the trial runs, we re-
alised how impactful such a pro-
ject can be. It made people under-
stand the reality behind a mental 
illness that can be very debilitat-
ing.”

Such projects continue to 
show that learning in the future 
will be very different from what 
we experience today but, in the 
end, it will always serve the same 
purpose: to make us better, more 
understanding human beings.

“It made people 
understand the 
reality behind a 
mental illness 
that can be very 
debilitating”
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The majority of us expe-
rience reality in terms 
of images: what we see 
shapes the way we in-
teract with the world. 

Even so, the fact that our brains can 
easily interpret what we’re looking at 
without much action from our part 
is something we rarely take into ac-
count. But what happens when com-
puters ‘look’ at images? Well, at this 
point in time, computers cannot tru-
ly understand what an image is of 
and can’t accurately describe it. Nev-
ertheless, as Brandon Birmingham’s 
PhD in Communications & Computer 
Engineering takes shape, that is all 
set to change.

Brandon is working on creating 
Artificial Intelligence (AI) software 
that can recognise not just what is 
in an image, but that can also un-

derstand the setting, the ambiance 
and the relationship between the 
elements within that said image. 
Just like humans would.

“The idea here isn’t just to get 
the software to say that Picture 
X is a picture of a cat, but to get 
the software to interpret the pho-
to in the same way a human being 
would,” Brandon explains. “Where is 
the cat? What does it look like? Is 
it asleep, yawning, lounging, eating? 
And what’s surrounding it? Is it all 
just backdrop or is there anything 
related to it that is of interest to the 
viewer?”

One of the main challenges of 
getting this done is to get the soft-
ware to see two-dimensional imag-
es in a three-dimensional manner, 
similar to how we, as humans, see 

Giving images  
a voice

Images dominate 
our world, but most 
software still can’t 
accurately read 
them. Through Deep 
Learning, BRANDON 
BIRMINGHAM’s PhD is 
set to change that.
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the world. And, surprisingly, one of 
the hardest things to teach a ma-
chine is the difference between 
prepositions, which it can then use 
to determine where an object sits in 
relation to another.

“We are using neural networks 
to get the machine to learn spatial 
prepositions,” Brandon continues. 
“These neural networks are basi-
cally algorithms inspired by the ar-
chitecture of the human brain that 
can be trained to identify underly-
ing relationships between things. In 
this case, two or more objects in a 
photo.”

Predicting spatial prepositions 
between image objects, however, is 
only the beginning as Brandon’s plan 
is to create software that can auton-
omously create rich and detailed de-
scriptions of images. To begin with, 
he started with a number of imag-

es and scoured the web looking for 
the most detailed descriptions he 
could find of them through the use 
of a mathematical model designed to 
automatically find relevant captions.

The plan is now to extend this 
web-retrieval based architecture by 
constantly accumulating knowledge 
extracted from the vision and lan-
guage domains through the use of 
Deep Learning. In contrast to the ma-
jority of the current state-of-the-art 
supervised captioning models, this 
proposed self-learning based mod-
el will be trained in an unsupervised 

lifelong learning based approach. 
This autonomy and independence 
from humans is extremely important 
to make Brandon’s vision a success.

“I am envisaging three main uses 
for this software,” he explains. “First-
ly, through the detailed descriptions, 
we will be able to retrieve images 
more accurately off the web or per-
sonal image collections – it won’t 
be just about keywords anymore, 
but about rich explanations. Sec-
ondly, visual content will become 
more accessible to the visually im-
paired as richer descriptions will 
bring the images to life. It will also 
add the possibility to help them un-
derstand and navigate in the visual 
world through the use of Arti-
ficial Intelligence-based 
smart-glasses. Thirdly, 
this is a further step 
in the continuation 
of human-to-robot 

interaction: in the future, we may be 
able to simply tell our autonomous 
car to ‘park in front of that green 
door’ and it would be able to under-
stand us in the same way a human 
would.”

Of course, mapping the divide 
between visuals and language is a 
challenging task, but it’s one that 
could solve numerous shortcomings 
and problems. And that is the spirit 
of ICT in our world, because it’s the 
promise of a solution that makes the 
work worthwhile. 

As for Brandon, he’s never let a 
challenge get in his way. In fact, while 
he began this project for his Mas-

ter’s degree, he realised straight 
away that it would be quite a 

feat to get the software to 
work, which is why he’s 

persevered and turned 
into a PhD study.  

“The idea is […] to 
get the software to 
interpret a photo 
in the same way 
a human being 
would”
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Exploring 
what words 
mean

Reading a sentence may 
seem straightforward to 
us, but there’s a lot that 
our brains have to take 
in and process when we 

do so. Indeed, on top of understand-
ing what the sentence is trying to say, 
we also have to take into account 
the context the sentence is in and 
the feelings the sentence is meant to 
evoke. 

Now imagine when it’s a machine 
that’s trying to read a sentence and 
its job is to extract the sentiment – 
or the feeling – from the said text. 
Do you just teach it that the words 
‘unpleasant’ and ‘horrible’ both in-
fer negative sentiments, even though 
one is worse than the other? And how 
would it know that a person had a 
good experience even though they 
used the word ‘bad’ in the sentence, 
such as in, ‘I had previously had a bad 
experience, but I think the company 
has come really far and I like it now’?

Well, this is the project Brian 
Pace is currently working on. And 

the way he is trying to teach a ma-
chine how to decipher the senti-
ment behind a sentence is through 
Explainable AI (xAI), which is a set 
of frameworks that aid those work-
ing with them understand and in-
terpret the predictions made by 
machine learning models.

“While sentiment classification 
tasks already exist, these are usu-
ally based on extracting textual fea-
tures from the provided data,” Bri-
an explains. “This can be achieved 
through manual processes, such 
as annotating words in a sentence 
as content words or high-frequen-
cy words, and then using pat-
tern-matching to detect the correct 
pragmatic import portrayed by the 
author.

“What I am trying to do, howev-
er, is to get xAI to understand for 
itself whether a sentence is nega-
tive, positive or neutral. To do this, 
it will analyse the robustness of a 
machine learning model by remov-
ing the most prominent features 

Can we humans truly understand what computers 
actually think when they are presented with textual 
information? Master’s in Artificial Intelligence 
student BRIAN PACE surely hopes so!
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“I am trying … 
to get xAI to 
understand for 
itself whether 
a sentence is 
negative, positive 
or neutral”

from the corpus and observing the 
decline in accuracy, achieved with 
interpretability analysis.”

To understand this, let’s take the 
sentence, ‘I love burgers,’ as an ex-
ample. Through the project, Brian is 
getting xAI to check how the senti-
ment of the sentence changes when 
one specific word is removed. The 
sentence remains positive both when 
‘I’ and ‘burgers’ are removed, but 
changes sentiment when the word 
‘love’ is removed. Therefore, ‘love’ is 
the qualifier in this situation.

But, in that case, why not just tell 
the software that ‘love’ infers good 
sentiment?

“One of the problems with cur-
rent AI systems is that if two words 
appear frequently together, then the 
software will start believing that 
they are both similar qualifiers,” Bri-
an continues. “So, in other words, if 
the words ‘love’ and ‘burgers’ appear 
together often, then the software will 
classify ‘burgers’ as a positive word, 
when, in fact, it’s nothing of the sort. 

“This doesn’t just happen with 
words, either. In my thesis, I noticed 
that the software often assumed the 

hashtag (#) on Twitter is negative, 
even if the tweet is a positive one. 
Thankfully, through this system, the 
software should now understand 
what it should truly be looking for.”

What we need to keep in mind 
at this point is that computers don’t 

understand words and sentences the 
way we do, but they are better with 
numbers. So the process here is to 
turn words into numbers. To do so, 
Brian is using four different types of 
word embedding software, namely 
FastText, ELMo, GloVe and Word2Vec. 
Each of these has its own pros: Fast-
Text, for example, takes groups of let-
ters into consideration, while ELMo 
looks at the text and generates word 
embeddings on the spot.

This software then works with xAI 
to give qualifiers a ranking, with 0 be-
ing totally negative to 1 being totally 
positive, thus making 0.5 neutral. In 
this case, ‘bad’ isn’t as bad as ‘hor-
rible’, so ‘bad’ has a ranking of, say, 
0.3, while ‘horrible’ has a ranking of 
0.1. Thus, the xAI can then actually tell 
you whether a sentence is negative, 
positive, neutral and, more impor-
tantly, why it has decided so.

“The benefits of this are numer-
ous,” Brian continues. “In the world 
of words, such software could be 
used by companies looking to find 
out what users are saying about their 
brand or product on social media 
without the need to have someone 
doing it manually. 

“Nevertheless, such software 
could also be used for medical pur-
poses by, for example, having the pa-
tient inputting symptoms and the xAI 
accurately telling them what they are 
suffering from and what medication 
to take. This, though, requires a lot of 
precautions and care since the end 
result will eventually affect the life of 
a human being, but, in principle, the 
possibilities are indeed endless.”

How such software will impact 
us in the future remains to be seen, 
but there’s no doubt that xAI coupled 
with well-thought studies that use its 
full potential could see the way we 
live change forever.
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The  21st century has 
seen a rise in the val-
ue of data. In today’s 
world, data is an ab-
stract currency that 

can be harvested, analysed, sold 
and weaponised. Yet data can also 
be an invaluable resource that helps 
us gain better insight into a variety 
of scenarios. At the time of writing, 
three students within the Faculty of 
ICT are working with data to amelio-
rate processes related to healthcare 
and education.

Emeka Chukwu is the first among 
these. Currently reading for a PhD in 
Computer Information Systems, his 
degree focuses on creating a system 
whereby health information exchange 
can happen more seamlessly than 
ever before.

“The amount of data generat-
ed and consumed in healthcare is 
vast, yet this data is often collected 
in different formats, either digitally 
on tablets or computers, or else on 
paper,” he explains. “This means that 
coordination of data is practically im-
possible, and it’s costing us a lot. 

“For a start, it has opened 
doors to medical fraud and for 

corporations to make money off 
healthcare illicitly because no one 
has a clear, full picture of all that 
is happening. Worse than that, it’s 
also leading to higher mortality 
rates because doctors don’t have 
access to each other’s notes on 
patients, and pharmacists may not 
necessarily know what other med-
icines a patient may be on when 
purchasing from them.”

EMEKA CHUKWU, AKHILESH SHARMA, and LALITMOHAN DIXIT are currently 
reading degrees in Computer Information Systems. While each of their projects 
is separate, the one thing that connects them is how they view data.

Data is king

“The amount of 
data generated 
and consumed in 
healthcare is vast”
EMEKA CHUKWU
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To solve this multi-variant health-
care problem, Emeka and his super-
visor have designed and published 
structured architecture that lever-
ages custom Internet of Things (IoT) 
hardware and standardised health-
care data. These can then be used at 
points of care or for infectious dis-
ease data tracking, and will include 
the patient’s medical history and lab 
test results, doctors’ observations 
and interpretations, medicines the 
patient is or has been on, and the 
likes. 

Of course, Emeka understands 
that traditional trusted data central-
isation could be a gold mine for cor-
rupt entities, which is why he is ad-
amant that the model’s final version 
would have to run on decentralised 
architecture for shared security and 
trust. He insists it can only scale with 
adequate government controls like 
those in place in Malta and champi-
oned by Malta Digital Innovation Au-
thority (MDIA).

“The concept of standardised 
data exchange isn’t a farfetched 
idea, either,” he explains. “Banks use 
standardised safety measures to 
transfer data and money with great 
success, so why shouldn’t health-
care? Plus, with so many benefits to 
people’s health, it’s something worth 
investing in.”

The idea that data could save lives 
is a widespread concept. In fact, Mas-
ter’s in Computer Information Technol-
ogy student Akhilesh Sharma is using 
electroencephalogram (EEG) data to 
understand what happens in the brain 
right before an epileptic seizure, spe-
cifically concentrating on the low fre-
quency brain waves. 

“Together with my supervisors, I 
am currently working on a theory that 
will see machine learning being used to 
understand the preliminary signs of an 
epileptic fit; the changes in the brain 
that happen before the rolling of the 
eyes, shaking of hands, and difficulty 
in speaking associated with such a sei-
zure,” Akhilesh explains. 

“This could have multiple benefits. 
On the one hand, it means that we 
could better understand how epilepsy 
affects the brain while, on the other, 
it could see health workers anticipate 
such seizures and give them precious 
time to moderate the effects and even 
save the person’s life.”

At the moment, Akhilesh’s Master’s 
is still at the literature review state, and 
the actual research has had to be de-
layed due to COVID-19. Yet this change 
in the way students all across the 
world have had to grapple with could 
itself be a goldmine in data terms, and 
that is something Lalitmohan Dixit, 

who is also reading for a Master’s in 
Computer Information Technology, is 
keen to tap into.

“My Master’s is looking at neuro-
logical learning patterns to understand 
the actual differences in the ways stu-
dents learn inside a classroom and at 
home through online lessons,” he ex-
plains. 

Also using an EEG, the data col-
lected looks to answer a number of 
questions including which scenario 
is best to help students focus and 
how their brains react to the differ-
ent stimuli.

“As a Master’s student, I’ve only had 
one full month of classes so far due 
to the academic year being disrupted 
by the pandemic,” he continues. “This, 
however, has made me understand 
that there may be a huge difference in 
how our brains learn when we change 
scenarios, and I’m hoping this study 
will help us discover what the best way 
of learning in the modern world is.”

In all three projects, data, its col-
lection, and its distribution are the key 
factors, but the results they hope to 
achieve make these projects very hu-
man in nature. Data, after all, is not 
just about numbers, but also about 
understanding a segment of people 
and their needs. 

“I am currently 
working on a 
theory that will see 
machine learning 
being used to 
understand the 
preliminary signs 
of an epileptic fit”
AKHILESH SHARMA
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Any bank will tell 
you that one of the 
loan officer’s tough-
est jobs is deciding 
whether or not an ap-

plicant will be able to repay their 
loan as determined by their con-
tract. With so many variables to 
look at, it’s not hard to see why it 
sometimes takes ages for a deci-
sion to be made. Yet a new cred-
it scoring model currently being 
worked on by one of the students 
reading for a Master’s in Artificial 
Intelligence, Lara Marie Demajo, 
could very well halve the loan of-
ficer’s job, leaving them with more 
time to spend on what really mat-
ters.

“Using a machine learning 
model that is equipped with an 
XGBoost algorithm, I have created 

a credit scoring system that not 
only analyses the data inputted 
into it to come up with a confir-
mation or denial of an applicant’s 
loan, but which also gives a de-
tailed explanation of the logic it 
used in making its decision,” Lara 
explains. “This, in my opinion, as 
well as in that of the bank manag-
ers I have spoken to, will result in 
a more seamless and fair way for 
technology to help loan officers in 
their job while cutting waiting time 
for applicants.”

For those who are not familiar 
with credit scoring, this is a sys-
tem which is used by banks to 
decide whether a person should 
be given a loan or not, as well as 
how big that loan should be, judg-
ing by past credit, the person’s 
wage, and other loans and assets, 

Banks are about to get 
a helping hand when 
it comes to deciding 
whether an applicant 
should be granted a 
loan or not thanks to 
LARA MARIE DEMAJO’s 
Master’s in Artificial 
Intelligence. 

An artificially 
intelligent helper
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among other factors. The current 
situation, however, sees loan of-
ficers often doing all the work 
themselves, even for cases where 
the results should be a black-and-
white affair.

“The idea here isn’t to replace 
the loan officer but to offer them 
assistance that can save them 
precious time on applications 
which are easy to determine based 
on the information provided. This 
means that the loan officers could 
then use their time to go over ap-
plications which are more sensi-
tive or less straightforward.”

The explanation given by the 
software will also prove incredibly 
useful when speaking to the pro-
spective applicants as it breaks 
down the reasoning behind its de-
cision. Together, the loan officers 

and applicants could then discuss 
what changes would need to be 
made in order for them to get a 
loan.

“Of course, the software does 
not have the final say. Instead, 
it goes through the information 
and gives the predicted outcome 
based on the logic it has learned 
from past loan applications, which 
can then be further analysed by 
the loan officer,” Lara continues. 
“The explanation, meanwhile, also 
aids banks in observing the laws 
related to GDPR and ECOA, which 
require them to share the reason 
behind their decisions.”

For this system to exist, Lara 
trained the model using large data 
sets containing information of dif-
ferent loan applications from two 
foreign credit institutions. More-

over, she analysed if the provided 
explanations are easy to under-
stand by gathering opinionative 
results through interviews with 
seven loan officers, as well as a 
hundred questionnaires filled in by 
the general public. As a result, this 
state-of-the-art system is much 
more sophisticated than the coun-
terparts currently used by the ma-
jority of the banks.

“Needless to say, there is room 
for improvement in terms of accu-
racy, but there may be a time when 
such systems could also help de-
termine the cases which are not 
so straightforward. Even so, one 
of the most important things that 
have come out of my research is 
the fact that younger generations 
are more inclined than ever to 
trust such software with important 
decisions. Indeed, it shows a clear 
shift in mindset and it paves the 
way for the world we’ll be living in 
in the years to come.”

In the future, Lara is adamant 
that more AI systems will use sim-
ilar approaches not just to make 
choices but also to explain them. 
This, for example, would be par-
ticularly useful when it comes to 
autonomous cars, which make 
decisions intuitively and autono-
mously that affect both those in 
it, as well as those driving nearby, 
pedestrians and so forth. 

“Knowing why the AI software 
decided that Option A was more 
viable than Option B helps us build 
a better rapport with it, as well as 
understand any pitfalls,” Lara adds.

Of course, not all situations 
can be tackled using logic on its 
own. How would the world fare if 
medical choices were based solely 
on logic rather than logic coupled 
with empathy and humanity? Yet, 
that doesn’t change the fact that 
having an independent arbitrator 
can help us make more accurate 
choices in a shorter time span.
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“The idea here isn’t 
to replace the loan 
officer but to offer 
them assistance 
that can save them 
precious time”
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While archaeology 
seeks to uncov-
er our past, it 
has to be firm-
ly rooted in the 

present, particularly as new tech-
niques can help us understand our 
discoveries better. Even so, just be-
cause a technological process aids 
us, doesn’t mean that it makes things 
quicker. In fact, as things stand, when 
researchers create volumetric images 
of mummies (3D renditions of a phys-
ical objects created through X-rays), 
they can only find out what’s in each 
layer by manually segmenting each 
slice – a process that takes months.

Now, however, thanks to Dr Marc 
Tanti’s contribution for his post-Doc, 
which saw him work on an inter-
national project called Automated 
Segmentation of Microtomography 
Imaging (ASEMI), the timeframes of 
working on such artefacts may in-
deed be halved. 

Together with a team of five ac-
ademics from the University of Mal-
ta, as well as four researchers from 
the European Synchrotron Radiation 
Facility (ESRF) in France, Marc has 
used machine learning techniques 
to create software that can, almost 
automatically, determine the type of 

materials found inside objects, spe-
cifically animal mummies. This is 
done by reading the density and tex-
ture visible in the volumetric image 
that results from microtomography. 

“We start off with the actu-
al scanning,” Marc explains,” which 
which is done at the ESRF. The pro-
cess here is to accelerate electrons 
in a circular accelerator that emits 
high-energy X-rays, which are then 
passed through the specimen and 
onto an imaging sensor. These pro-
jectional radiographs are then used 
to compute a 3D image of the animal 
mummies, which is called a comput-
er microtomography image or a volu-
metric image.”

Now, you may think that the scan-
ning of mummies and other artefacts 
has become commonplace across 
the world of archaeology and beyond, 
and you wouldn’t be wrong. Similar, 
but less powerful, systems have, af-
ter all, been used in material science 
and healthcare, but it’s what will 
happen with the volumetric image of 
the mummies that is the real break-
through in all this.

See, currently, the computed mi-
crotomography images of a whole 
mummy have to be manually seg-

Through the use of 
microtomography,  
DR MARC TANTI is 
looking to bring the 
study of ancient 
mummies firmly into 
the 21st century.

Underneath  
the bandages
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“It also means that 
archaeologists and 
historians can start 
compiling statistics 
that would have 
otherwise been 
impossible to put 
together so quickly 
before”

mented. This laborious process is 
particularly time consuming and can 
take months for some specimens. 
With the ASEMI technology, however, 
archaeologists will be able to man-
ually segment just a small number 
of slices and use the information 
to teach the software what it is it 
should be looking for as it segments 
the rest of the volumetric image by 
itself.

“In other words, we can know 
whether there are bones, textiles, 
metals, hair, nails or even food in the 
stomach without the need to seg-
ment each layer manually.

“This, of course, also saves re-
searchers a lot of time, but higher 
speed doesn’t just mean being able 
to take more coffee breaks,” Marc 
continues. “It also means that ar-
chaeologists and historians can start 
compiling statistics that would have 
otherwise been impossible to put 
together so quickly before: the more 
mummies are scanned, the better 
we can understand the practice of 
mummification.”

And mummies have a lot to 
teach us about the past. One par-

ticular mummy of an ancient Egyp-
tian crocodile, whose computer 
microtomography image took the 
team at ESRF three months to 
manually segment, revealed many 
of its secrets including how it was 
killed, where it lived, and its diet.

When it comes to ASEMI, Marc’s 
job was to try out a number of op-
tions for the process and to report 
on the results for each to the rest 
of the team. It must be pointed 
out, however, that prior to taking 
up this project for his post-Doc, 
Marc had absolutely no archaeo-
logical knowledge. In fact, he, as 
part of a team from Malta, visited 
ESRF to receive training on how 
to manually segment mummies in 
order to be able to teach the ma-
chine learning software how to do 
it properly for itself. 

Even so, the results of the project 
speak for themselves and show how 
multi-disciplinary projects such as 
these – this particular one brought 
together physics, archaeology and 
computing – could help various de-
partments advance their learning 
and work.

The ASEMI project is funded by 
the ATTRACT project, which in turn is 
funded by the EC under Grant Agree-
ment 777222. 
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Care homes are a practi-
cal and emphatic solu-
tion to ensuring that el-
derly people who can no 
longer take care of them-

selves find the help they need to go 
about their day-to-day lives. Even so, it 
doesn’t change the reality that a num-
ber of those who enter care homes may 
not like the fact that their autotomy is 
compromised by their age and lack of 
physical ability. Moreover, while help 
may be readily given, it often means 
that the elderly have to wait their turn 
to be seen to by carers whose tasks 
and responsibilities are numerous. 

Of course, not all of the carers’ 
tasks can be replaced by technology, 
nor should they be. The human ele-
ment in these sorts of situations is 
incredibly important. Yet technolo-
gy can offer a much-needed helping 
hand to carers while giving the patient 
increased independence, particularly 
when it comes to mobility.

While studying the best way to do 
this for his Bachelor’s degree, Mark 
Mizzi started looking at how certain 
industries use autonomous guided ve-
hicle (AGV) systems to facilitate their 
processes.

“In many factories and warehous-
es around the world, materials and 

products are transported around us-
ing AGVs that work without the need 
of human assistance,” says Mark, who 
is now continuing his studies through 
a Master’s in Computer Information 
Systems. 

“These AGVs are usually connect-
ed to one of three systems. The first 
is the centralised approach, where a 
server has a digital map of the floor 
and can send out instructions to the 
AGV with what needs to be collect-
ed, where it needs to be delivered, 
and the best route to take to get the 
objects from Point A to Point B along 
with which obstacles will need to be 
avoided. The second is the decen-
tralised approach, where the AGVs 
communicate among themselves to 
decide which one of them is closest 
to the objects needed and to find the 
best route to deliver it.”

While each of these systems is 
used by numerous businesses, there 
are pitfalls. The centralised approach, 
for example, can have ‘system black-
holes,’ which means the system 
won’t be able to reach certain parts 
of the premises. The decentralised 
approach, meanwhile, sees the AGVs 
solely communicating with other 
AGVs with no central system over-
seeing the process, thus resulting in 
wasted time and a higher number of 
collisions. 

“This is where the third system, 
the hierarchical approach, comes in,” 
Mark continues. “This approach re-
moves the majority of the cons of the 
first two approaches by having a cen-
tralised system that sends out the 

Autonomous guided vehicles have long been used 
in factories and warehouses, but could they soon 
find their way into care homes? Master’s student 
MARK MIZZI is certainly working towards it.

“When it comes 
to navigating a 
space, [smart] 
wheelchairs fall 
short of what they 
promise”

Giving the elderly 
more independence
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information and maps out the route, 
and then a decentralised system 
which sees the AGVs communicating 
to avoid collision, obstacles, bottle-
necks and so on.”

You may be wondering what this 
has to do with care homes, but 
given that in some care homes up 
to 50 per cent of elderly residents 
need to make use of a wheelchair, 
utilising such systems could have 
a huge impact on both carers and 
residents

“Smart wheelchairs have long 
been researched and used in care 
homes, but when it comes to nav-
igating a space, these wheelchairs 
fall short of what they promise,” 
Mark continues. “One of their ma-
jor shortcomings is that they can-
not predict the best route based on 
traffic, meaning that having a num-
ber of them in one care home could 
see the corridors and halls turn into 
absolute mayhem that can only be 
solved by human beings.

“Therefore, one of the main ad-
vantages of using the hierarchical 
approach in care homes would be 
that residents who need to move 
from one place to another using 
a wheelchair would be able to do 
so by themselves. All without the 
worry of getting stuck in internal 
traffic jams or coming across ob-
stacles that the smart wheelchairs 
can’t predict.”

These traffic jams are not 
something that may occur only in 
the future, either. Through his re-
search, for which he interviewed a 

number of managers of local care 
homes, Mark has discovered that 
even traditional wheelchairs tend 
to end up in bottlenecks, often 
causing loss of time for the carers 
and an inconvenience to the resi-
dents. 

Such a system, therefore, would 
see the residents travel more free-
ly inside the care home, see one 
of the carers’ most time-consum-
ing tasks being removed from their 
to-do list, and make managing the 
care home that much easier thanks 
to the server that oversees the 
process of residents moving about.

At the time of writing, the hier-
archical system Mark is suggesting 
for care homes is being tested us-
ing simulation, but he expects it to 
be ready for real-life testing in the 
years to come – and, who knows, it 
may just give the elderly residents 
of Malta and Gozo’s care homes 
more independence than is cur-
rently possible for them to have.
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On average, people live 
longer now than they 
did in the past. That 
is both a fact and a 
blessing. Even so, an 

aging population comes with a num-
ber of issues, one of which is how we 
can reach a compromise between 
ensuring that the elderly are well 
looked after without taking their in-
dependence away.

This is something Matthew Sac-
co had to grapple with as he joined 
a team of individuals and entities 
located in Malta and Sicily to work 
on an EU project called NATIF Life, 
whose aim is to create the assist-
ed-living apartment of the future.

“The project trickled down to me 
as a student doing my Master’s De-

gree in Computer Science,” Matthew 
explains. “From my end, I used a spe-
cial type of camera termed as RGB-D, 
which has depth-sensors that can 
determine how far an object is from 
it. A system made up of a number of 
such cameras, coupled with Artificial 
Intelligence smart enough to detect 
what the people in a room are do-
ing, means that we can now have an 
indoor localisation system that can 
tell when a person is in trouble or is 
simply going about their day-to-day 
business.”

Setting the camera system up in 
a laboratory within the Faculty of ICT, 
as well as at a care home in Sicily, 
Matthew taught the software how to 
tell whether a person had fallen down 
and required help, among other skills. 
Moreover, by speaking to relatives of 

Artificial intelligence 
could soon be helping 
carers take care of 
the elderly. MATTHEW 
SACCO, who recently 
completed his Master’s 
in Computer Science, 
explains his role in the 
project.

Safeguarding 
independence 
through AI
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“In certain 
situations, such 
as near staircases, 
where most 
accidents tend to 
happen, this could 
truly become a 
life-saving project”

elderly persons who live at Sir Paul 
Boffa Hospital, Matthew realised that 
the software could help relatives with 
some often forgotten issues.  

“Many relatives mentioned that 
some of the hardest things to keep 
track of are whether the elderly in 
their care had been active, had eat-
en, had taken their pills, or done their 
exercises. It’s not something we had 
really taken into account when we 
set out to work on this project, but 
they’re pertinent issues, particularly 
as these all help elderly people re-
main strong,” he continues.

One of the biggest hurdles of the 
project was to ensure that the priva-
cy of the individuals living in the as-
sisted-living apartments of the future 
would be safeguarded – something 
which is already a major headache 
with CCTV and surveillance cameras.

To achieve this, the first step was 
to use the type of cameras they did, 
which do not ‘see’ colour and 

don’t have the ability to recognise 
one person from another. Moreover, 
while the information currently being 
retrieved from the laboratory here in 
Malta and the care home in Sicily is 
going into a centralised system for 
data collection, this would only be 
done with explicit consent from the 
elderly people in question. 

Nevertheless, the potential for 
such a project is huge. Firstly, this 

could help keep track of how elderly 
people are doing when no one can 
physically be around, a particularly 
important factor for those families 
which may not afford a live-in carer. 
Secondly, the system can be pro-
grammed to automatically inform 
the relevant people and authorities 
should something go wrong – in 
case of a fall, a fire or a burglary, for 
example. Thirdly, when used at care 
homes, the system could act as a 
second pair of eyes to help carers 
with their work.

“Indeed, while the system is 
ready for day-to-day usage, the 
probability is that it will have its roll 
out in care homes. There it could 
truly benefit the elderly as many 
such homes are finding it hard 
to recruit enough personnel and 
it’s not always possible to be with 
each patient at all times. In certain 
situations, such as near staircas-
es, where most accidents tend to 
happen, this could truly become a 
life-saving project.”

The system, in fact, is already 
being used for such purposes at 
the aforementioned assisted-living 
property in Sicily, which is a tempo-
rary retreat for the elderly who may 
need a half-way house while recov-
ering, among other reasons.

The best part of the project, 
however, remains the way Matthew 
designed the system. Its modular 
nature means that, in the future, 
people could create new applica-
tions that would integrate seam-
lessly, thus adding to the range of 
features the system can support.

“There are already more research 
studies being proposed in order to 
update the system and I look for-
ward to seeing what I and other re-
searchers manage to do with this 
framework,” Matthew concludes.

That makes two of us, Matthew!

M
at

th
ew

 S
ac

co

 L-Università ta’ Malta | 113 



Air quality is a phrase 
that has got a lot of 
traction as of late 
and as we continue to 
learn about the health 

hazards of humans breathing bad 
air, we can expect that to intensify. 
Yet it’s good to remember that the 
term ‘air quality’ doesn’t just refer to 
the outside environment, but also to 
that inside buildings.

In order to get to grips with how 
best to monitor and manage the air 
quality found indoors through gas 
sensing technologies, a consorti-
um made up of twenty-six partners 
hailing from six EU member states is 

now in place. The partners include 
companies like Philips and Infineon, 
as well as other research institutes 
and Universities like Fraunhofer 
ENAS, the Eindhoven University of 
Technology, and the University of 
Malta (UM).

“UM has two main roles in this 
multinational project entitled ES-
AIRQ,” explains Dr Russell Farrugia, 
who has been on the project since 
its inception. “Firstly, there is the de-
velopment of a network made up of 
over 100 air quality monitoring wire-
less sensor nodes. Secondly, there 
is the development of a gas sensor 
based on infrared spectrometry.”

For this to happen, the Faculty’s 
building at the University of Malta will 
now have over 100 such prototype 
nodes installed with the aim of mon-
itoring environmental values of things 
like temperature and humidity, as well 
as that of numerous gases including 
volatile organic compounds (VOCs), 
carbon dioxide (CO2) and particulate 
matter (PM). 

“The wireless communication 
protocol selected for these nodes is 
LoRa, a Low Power Wide Area Network 
(LPWAN) protocol developed specif-
ically for the Internet of Things (IoT) 
to enable low power communication 
over distances of up to 2km in urban 

How good is the air quality inside buildings? DR RUSSELL FARRUGIA, and 
PhD students BARNABY PORTELLI and MATTHEW MELI, are part of an 
international consortium looking to create a system to find out.

Environmental 
sensors for air 
quality (ESAIRQ)
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“This could be 
the first step 
towards having 
smart, artificially 
intelligent systems 
that don’t just 
monitor air quality, 
but also manage 
it”

environments,” adds Matthew Meli, 
whose PhD revolves around the pro-
ject. “Moreover, given the star topol-
ogy used, if one sensor node fails, all 
the other nodes can continue working 
normally.”

As one can imagine, with each of 
the 100-plus nodes collecting data on 
a regular basis, the final amount of 
information will be huge. Yet this data 
is exactly what the team working on 
the ESAIRQ project is after. 

“The big data attained from the 
sensors is being stored in a cloud-
based database,” says Barnaby 
Portelli, who is also reading for his 
PhD. “This way, we not only have 
the possibility of making big data 
analysis, but it also means that our 
partners on the project can see and 
access the results of the study. More-
over, our sensor nodes have multiple 
interfaces available to test additional, 
newly developed sensors provided by 
our partners in the project.”

Even so, there is one pitfall that 
the consortium is looking to have 
sorted out in the near future, which 
is that of making the battery powered 
sensor nodes cheaper to buy and 
longer lasting.

“Part of my research area is to 
drastically extend the battery life of 
the sensor nodes by focusing on ul-
tra-low power design,” Matthew con-
tinues. “At the moment, the air quality 
sensor nodes that are on the market 
are not only expensive but also have 
an incredibly short battery life. Our 
aim now is to achieve a system where 

sensor nodes are able to perform air 
quality measurements autonomously 
for multiple years.”

On top of all this, the consortium 
is developing an innovative portable 
device capable of sensing a range of 
gases using near-infrared spectrome-
try to detect multiple gases. 

“The fundamental component of 
the gas sensor is a 2mm-diameter 
scanning diffraction grating designed 
in-house and fabricated using silicon 
semiconductor technology,” Barnaby 
explains. “The gases we are look-
ing to detect and monitor include 
Carbon Dioxide (CO2) and Methane 
(CH4).”

But, you may ask yourself, what 
are the advantages of such studies?

“Well, through such a project, 
Europe will gain essential knowledge 
on gas-, fine-particle-, and patho-
gen-sensing technologies that could 

have huge benefits for people’s 
health,” Russell continues. 

Indeed, this could help spell the 
end of the sick building syndrome, 
which is a phenomenon that sees 
occupants of certain residential or 
office buildings experience numer-
ous, non-specific symptoms, such 
as headaches, fatigue, or eye, nose 
and throat infections. As the name 
states, this is normally attributed to 
the bad air quality inside buildings.

Moreover, while speaking to the 
trio, they all agree that this could be 
the first step towards having smart, 
artificially intelligent systems that 
don’t just monitor air quality, but 
also manage it. In other words, the 
system itself could identify what 
harmful gases may be in the air and 
be capable of remedying the situa-
tion by changing the air flow auto-
matically.

Of course, that is something that 
is much easier said than done, par-
ticularly as such a system would also 
need to tailor its response based on 
multiple factors including how many 
people are in the building at any giv-
en time. 

Even so, the potential of such a 
system is huge and the benefits to 
both individuals and business could 
be even bigger: we could decrease 
illnesses, increase productivity and 
brighten people’s moods all through 
a smart system like this. And if that 
does happen, part of the thanks 
should definitely go to the Depart-
ment of Microelectronics and Nano-
electronics within the Faculty of ICT! 
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Foster independent, consistent high-quality 
regulation that drives investment and cultivates 
innovation in modern communications.

Promote competition and ensure communications 
markets work effectively for consumers.

Boost eCommerce and digital services growth 
through an apt regulatory environment.

Ensure availability and sustainability of high-
quality universal services fit for today’s age.

Safeguard consumer rights and empower them to 
make informed decisions.

Ensure optimal use of scarce resources, including 
numbering ranges and radio spectrum, that enable 
high-tech business and services to flourish.

Support national and EU digital policies through 
forward-thinking specialised advice for an 
inclusive digital society.

What we do

www.mca.org.mt 

The Faculty of Information & Communication Technology (ICT) offers a 
range of specialist courses that enable students to study in advanced areas 
of expertise, and improve their strategic skills to achieve career progression.

Get to know more 
about our courses
 um.edu.mt/ict

= Master of Science in Artifi cial Intelligence
(Taught and Research, mainly by Research)

= Master of Science in Computer Information Systems
(Taught and Research, mainly by Research)

= Master of Science in Computer Science
(Taught and Research, mainly by Research)

= Master of Science in Computer Science
(Taught and Research, mainly Taught)

= Master of Science in Signal Processing and Machine Learning
(Taught and Research, mainly Taught)

= Master of Science in Microelectronics and Microsystems 
(Taught and Research, mainly Taught)

= Master of Science in Telecommunications Engineering
(Taught and Research, mainly Taught)

= Master of Science in Information and Communication 
Technology (Computer Information Systems)

= Master of Science in Information and Communication 
Technology (Microelectronics and Microsystems)

= Master of Science in Information and Communication 
Technology (Signal Processing and Machine Learning)

= Master of Science in Information and Communication 
Technology (Telecommunications)

= Master of Science (by Research)

= Master of Science in Human Language Science and Technology

Change your job 
into a career!
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Parallels Inc., a global leader in cross-
platform solutions, makes it simple 
for customers to use and access 
applications and files they need on 
any device or operating system.

Parallels: 
Simplicity over 
complexity

The heart of the Parallels 
Remote Application Server 
(RAS) development is in Malta

Parallels has been a “Gold 
partner” of the University of 
Malta since 2016

Parallels RAS is a streamlined remote 
working solution providing secure 
access to virtual desktops and 
applications:

For the UM students there is the Parallels 
“Students Partnership Experience” 
initiative allowing talented young 
individuals to take part in Work
exposure and Internship programs 
to try themselves with real life projects 
as part of the RAS team.

Working/Studying from home? Do you 
need full access to your applications 
wherever you are?

We make it happen! We have already 
helped thousands of organizations to 
easily continue to work remotely. Joins 
us to help in saving the economy!

Join our team and make it happen!
parallels.com/eu/about/careers

Deliver virtual desktops and apps to 
any device, anywhere, anytime.

Enhance data security by centrally 
monitoring and restricting access.

Quickly scale your IT 

infrastructure on 

demand with 

auto-provisioning.

•

•

•

Parallels is an integral part of Corel Corporation.
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