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ABSTRACT
The proliferation of Web Services is fostering the need for service-discovery and composition tools to provide more personalisation during the service retrieval process. In this paper, we describe the motivating details behind PreDiCtS, a framework for personalised service-retrieval. In our approach we consider that similar service composition problems can be tackled in a similar manner by reusing and adapting past composition best practices or templates. The proposed retrieval process uses a mixed-initiative technique based on Conversational Case-Based Reasoning (CCBR), that provides i) for a clearer identification of the user’s service requirements and ii) based on these requirements, finds suitable service templates that satisfy the user’s goal. We discuss how retrieval can vary through the use of different CCBR algorithms and how adaptation can be performed over the retrieved templates thus providing the personalisation feature in PreDiCtS.
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1. INTRODUCTION
Reusability and interoperability are at the core of the Web Services paradigm. This technology promises seamlessly interoperable and reusable Web components that facilitate rapid application development and integration. When referring to composition, this is usually interpreted as the integration of a number of services into a new workflow or process. A number of compositional techniques have been researched ranging from both, manual and semi-automatic solutions through the use of graphical authoring tools, discussed in [24], [22], to automated solutions based on techniques such as AI planning, used in [20], [25] and others.

The problem with most of the composition techniques mentioned above is three fold (i) such approaches attempt to address service composition by composing web services from scratch, ignoring reuse or adaptation of existing compositions or parts of compositions, (ii) it is assumed that the requester knows exactly what he wants and how to obtain it and (iii) composing web services by means of concrete service interfaces leads to tightly-coupled compositions in which each service involved in the chain is tied to a Web service instance. Using this approach for service reuse, may lead to changes in the underlying workflow which range from slight modifications of the bindings to whole redesigning of parts of the workflow description. Therefore in our opinion, services should be interpreted at an abstract level to facilitate their independent composition. [13] adds, “abstract workflows capture a layer of process description that abstracts away from the task and behaviour of concrete workflows”, and this allows for more generalisation and a higher level of reusability. A system can start by considering such abstractly defined workflow knowledge and work towards a concrete binding with actual services that satisfy the workflow.

The reuse of abstract workflows brings with it a set of other issues, such as the way that these workflows are generated, stored and retrieved. Therefore when deciding on which solution to adopt we considered the following motivating points:

- Reusability of compositions has the advantage of not starting from scratch whenever a new functionality is required.
- For effective reusability, a higher level of abstraction has to be considered, which generalises service concepts and is not bound to specific service instances.
- Personalisation of compositions can be achieved by first identifying more clearly the user’s needs and then allowing for reuse and adaptation of these past compositions based on these needs.
- Compositions can be bound with actual services thus making them concrete.

In our approach we wanted to put the user (developer or otherwise) in a situation whereby he can reuse existing templates. Infact this approach is similar to that adopted in [21], [25], [11], and [27] which use pre-stored abstract workflow definitions or templates in their composition framework.

This kind of reusability has been widely investigated in work related to Case-Based Reasoning (CBR), which is amenable for storing, reusing and adapting past experience for current problems. Nevertheless CBR restricts the user to define a complete problem definition at the start of the case-retrieval process. Therefore a mixed-initiative technique such as CCBR [6] is more appropriate since it allows for a partial definition of the problem by the user, and makes use of a refinement process to identify more clearly the user’s problem state.

In this paper we want to present, the motivation behind, and a prototype of the PreDiCtS framework. Through this framework we allow for i) the encoding and storing of common practices of compositions or templates within cases and ii) for the retrieval, reuse and adaptation of these cases through CCBR.

PreDiCtS’ case definition is based on the CCBROnto ontology. This ontology is based on OWL and has been discussed in [3] and [4]. Each case definition is composed of three main components...
that capture different knowledge related to a particular service template. The case-context defines information related to the case creator and provides a means through which a case-utility history is maintained. Each case encodes the problem to which it can provide a solution in the form of a set of question-answer pairs (qapairs). It is through this set of qapairs that the retrieval process can present the solution which represents the service workflow definition. Each solution is defined through an OWL-S [19] service definition. This includes both service profile and process descriptions. The latter is important since it defines the actual service workflow information.

Given a new problem or service template request, the PreDiCtS’ approach allows first to retrieve a ranked list of past, similar templates which are then ranked and suggested to the requester. Through a dialogue process the requester can decide when to stop this iterative-filtering phase, and whether to reuse or adapt a chosen case.

In a future extension to this work it is envisioned that, given a suitable case, a mapping is attempted between the features found in the chosen template, to actual services found in a service registry. An AI planning component can be used at this stage to handle this mapping from an abstract to a concrete, executable workflow.

The rest of this paper is organized as follows. In Section 2 we will give some brief background information on CCBR and its application in various domains. In Section 3 we will present the architecture of PreDiCtS and discuss implementation details mainly focusing on the case-creator and case-retriever components, making references to a typical travelling scenario. We evaluate the prototype in Section 4 and in Section 5 we discuss future work and extensions. In the final section we provide some concluding results.

2. CONVERSATIONAL CASE-BASED REASONING

Case-Based Reasoning is an artificial intelligence technique that allows for the reuse of past experience to solve new problems. The CBR process requires the user to provide a well-defined problem description from the onset of the process, but users usually cannot define their problem clearly and accurately at this stage. On the other hand, CCBR allows for the problem state to be only partially defined at the start of the retrieval process. Eventually the process allows more detail about the user’s needs to be captured by presenting a set of discriminative and ranked questions automatically. Depending on the user’s supplied answers, cases are filtered out and incrementally the problem state is refined. With each stage of this problem refinement process, the system presents the most relevant solutions associated to the problem. In this way the user is kept in control of the direction that this problem analysis process is taking while at the same time she is presented with solutions that could solve the initial problem. If no exact solution exists, the most suitable one is presented and the user is allowed to adapt this to fit her new requirements. Nevertheless, this adaptation process necessitates considerable domain knowledge as explained in [18], and is best left for experts.

One issue with CCBR is the number of questions that the system presents to the user at each stage of the case retrieval process. This issue was tackled by [14] which defined qapairs in a taxonomy and by [2] through the use of knowledge-intensive similarity metrics. In PreDiCtS we took into account the possibility that the user opts to use different similarity measuring algorithms for different domains. Infact two approaches are allowed (with the possibility of adding others). One of these approaches is based on the similarity measure defined in [6] and used by [26] to handle workflow reuse. Another similarity measure is based on the taxonomic workflow reuse. Through this similarity technique, the abstract relations between qapairs and in particular the sub-class relation are considered to reduce the number of questions that the user is presented in each retrieval cycle.

2.1 Uses of CCBR

CCBR is mostly associated with customer-support systems, though its benefits have been tested in various other fields such as, business process and workflow management, software-component retrieval and in connection with Recommendation systems. In what follows we will consider the above scenarios in more detail.

2.1.1 Business Process and Workflow Management

Weber in her thesis [26] combines CCBR with rules and presents a solution for business process management. The created prototype is called CBRFlow and allows for more flexibility and adaptability in the management of workflows. The adopted hybrid approach takes the best of rule-based and case-based reasoning, though the rule-based component is allowed to have some precedence over the case-based component. Rules are generated from domain knowledge while case-based reasoning is used when no rules are available or updates to a rule exist in the form of cases.

The CCBR component uses the same case-similarity metric as that described by [6]. This similarity is computed by finding the difference between the number of the shared and conflicting observations, and then dividing the result by the total number of observations in a case. A normalisation function is used to set the result within the interval [0, 1].

2.1.2 Software Component Retrieval

In [1] the CCBR technology is used to solve the problem of software component retrieval, especially when the number of components involved is large. The proposed solution is called Conversational Component Retrieval Model or CCRM. A case represents a component and a knowledge-intensive CBR methodology is used to explore the context-based similarities between the user’s query and the stored components.

A frame-based knowledge representation and reasoning system called CREEK [10] is used to unify the component-specific cases and the general domain knowledge. A knowledge-intensive similarity calculation is used to determine which knowledge in the knowledge base is relevant to the retrieval process and to calculate the similarity between a new case and the stored cases.

The question-answer interaction during the conversation is motivated by the fact that qapairs are easily understood and that the most informative and discriminating ones are presented to the user during a conversation. For this reason a set of predefined questions together with possible answers for each slot (i.e. for each relation between two concepts) are specified and an
information-gain metric algorithm is used to quantitatively measure the information that each slot can provide.

In our work we intend to resort to such frame structures through the use of OWL ontologies, in particular CCBROnto. We define cases whose solutions are service templates. These templates will be defined through a process definition language, such as OWL-S, though it is possible to use other languages, such as WS-BPEL.

2.1.3 CCBR and Recommendation Systems
[18] presented a web-based CCBR solution which is able to recommend solutions to scientist seeking resources (such as codes and data) related to an Earthquake Simulation Grid provided by the ServoGrid project [23].

A number of grid related ontologies were developed in RDF and these are used to represent case descriptions. Thus a case is considered to be a set of RDF triples. A domain independent CBR engine based on the Indiana University Case-Based Reasoning Framework (IUCBRF) [16] is used.

The implemented prototype uses the RDF ontologies to present questions about the desired resource characteristics and, typically to the CCBR process, which ranks cases based on the chosen answers. During each iteration, the system provides discriminating questions in a ranked order so that the irrelevant cases are incrementally filtered out.

Each case definition contains the problem and solution descriptions together with bookkeeping information such as the time of case creation, the contexts in which the case applies and also source or provenance information. Both the problem and solution are represented by a set of predefined features, where each feature is an RDF triple. During case-base initialisation, all possible $<\text{predicate} - \text{predicate value}>$ pairs are extracted from the ontology and presented as features. The case retrieval mechanism is based on a threshold method which compares the set of features present in both user and case-problem definitions. Cases are ranked based on the number of common features whose values are consistent. Cases with unknown features or having inconsistent feature values are eliminated from the process.

The way in which cases are defined through RDF is consistent with how we envision our own solution. Though in this case, all generated triples are equally considered as possible qapairs. Furthermore, it seems that no reasoning was done on the RDF data, thus no advantage was taken from this when qapairs were presented to the user. In our solution we want to be able to exploit as much as possible the logic behind the concepts and relations within a case description by using an OWL reasoner. For example given that, a question related to some particular concept has already been presented to the user, it is superfluous to present another question whose concept is more generic than the one associated with the previous question.

2.2 Taxonomic CCBR
Taxonomic CCBR (TCCBR) tries to tackle the pervasive issue of expressing case contents and features at different levels of abstraction. The solution is based on the ability to make use of feature taxonomies.

The motivation behind the use of TCCBR is highlighted by three sources of abstraction:

- the different levels of domain expertise between users and developers
- the variations in information availability and the cost of acquiring it
- the variations in decision-making needs

If abstraction is ignored then problems such as unwanted correlation between features, redundancy in the number of questions presented to the user during conversation and inconsistencies in the case representations when new features are added are most likely to occur. TCCBR is defined to include:

- A set of questions which are used for indexing the cases. Each question can be associated with a set of answers.
- A set of taxonomies each one representing a set of qapairs which are related through either an is-a-type-of or is-a-part-of relation.
- A set of cases each having a problem definition in the form of a set of qapairs and a solution.

Furthermore, in TCCBR two important rules have to be applied to the set of qapairs in a defined case:

i. Only one qapair from a particular taxonomy can be included in each case
ii. The most specific available and applicable qapair is used to represent the case

The process of TCCBR as explained by [14] is divided into three main tasks (the third is optional though):

i. Case retrieval
ii. Conversation
iii. Case Creation

Case retrieval is subdivided into three main steps referred to as searching, matching, ranking and selecting. During this phase, cases are retrieved and ranked based on the questions that the user has chosen to answer. On the other hand the conversation process involves the identification and ranking of the most appropriate questions to present to the user after each iteration. If no suitable solution is found then a new case may be defined by specifying a new set of questions (or reuse existing questions) and a solution for this new problem.

The approach taken in TCCBR is very relevant to our research goal and infact this is one of the retrieval techniques adopted in PreDiCtS. The main theory behind TCCBR is discussed in detail in [14] and though we will make reference to this work we will not explain it here. Nevertheless in what follows we will explain in detail any deviations that we have taken from this original theory.

3. PreDiCtS
The PreDiCtS framework allows for the creation and retrieval of cases (the adaptation process is in the pipeline). The respective components that perform these two tasks are the CaseCreator and the CaseRetrieval (See Figure 1). PreDiCtS is written in Java and is developed in Eclipse. It uses a MySQL database to store the cases, which are based on CCBROnto, and makes use of both Jena and the OWL-S APIs.
To explain how PreDiCtS can be used to create and retrieve service templates we will make use of a typical travelling scenario, described in the next section. We will then explain how cases, which represent different problems related to this domain and their respective solutions, are created through the CaseCreator. Retrieval is handled by the CaseRetrieval component which allows the user to adopt different CCBR algorithms to find the cases with the most suitable service template. Figure 2 represents the main components in our framework.

### 3.1 Travelling Scenario

The travelling situation that we want to model here is related to an academic who wants to go abroad to attend a conference. The defined cases should represent the problem from an advisor’s perspective and present a solution based on this knowledge. An advisor in this situation could have the role of a travelling agent, who is asking his client questions to identify what the latter requires so that he can eventually suggest the best solution.

**Goal:** User is to attend an **event** on some particular **date** in some particular **location**. A part of a travelling domain ontology is shown in Figure 3.

Looking at the ontology it is noticed that the concept Person is associated with three disjoint branches or taxonomies, Event, Accommodation and Transport. Thus the questions should be related to any of these taxonomies.

**Figure 1: CCBR cycle adopted in PreDiCtS**

**Figure 2: System Component Summary**

After having identified the important aspects of the domain, we start by looking at the ontology to identify which typical questions might be asked in this situation. Questions should ideally capture a single aspect of the domain. For example, the most generic questions that are immediately identified are: *Do you want to attend for an Event?*, *Do you want to use Transport?* and *Do you want to reserve an Accommodation?*. Other questions, such as *Do you want to use a Plane?* and *Do you want to stay in a Hotel?* can be considered as being subsumed by the former set.

The associated answer types for such questions are typically either a Yes or a No.

**Figure 3: Travelling Domain Ontology**

In Table 1 below we have listed some of these questions and have also associated them with a triple from the ontology. Each qapair is assigned a unique QID reference for that particular set. The appropriate link between the set of qapairs and the solution has to be defined by the creator. We adopt the methodology presented by [17] in which domain and task-knowledge are linked together.
The domain is used to provide datatype information relevant to the service inputs and outputs. In our case the task knowledge is defined through an OWL-S definition. Thus for example the triple \(<\text{Hotel}, \text{subClassOf}, \text{Accommodation}>\) will provide, in the solution, a generic placeholder for a Hotel Reservation service. Other services that might be useful to include in the solution are Flight Booking, Train Reservation, Hostel Reservation and Conference Registration services. Figure 4 represents a UML Activity Diagram of a particular solution for this domain. The use of this graphical representation to define a service workflow has also been adopted by [22] and [8].

![UML Activity Diagram](image)

**Figure 4: UML Activity Diagram for the Service Workflow**

### 3.2 Case Creation

During case creation the expert user can define and add a new case to the case base. As already explained earlier, in CCBR a case consists of a case description and a problem and solution state. In PreDiCtS though, a case \(c_i\) is defined as a tuple:

\[
c_i = (\text{dsc}_i, \text{ctx}_i, \{q_1a3,…q_{iaj}\}, \text{act}_i, \text{hst}_i)
\]

where;

- \(\text{dsc}_i\) is a textual description for the particular case.
- \(\text{ctx}_i\) represents a set of context related features, such as Role and CaseCreator information based on the foaf:RDF ontology definition.
- \(\{q_1a3,…q_{iaj}\}\) is a representation of the problem state by a set of qapairs.
- \(\text{act}_i\) denotes the solution which is represented by service composition knowledge stored in an abstract template.
- \(\text{hst}_i\) is the usage history associated with each case.

Each case is based on the CCBROnto ontology which is described in more detail in [4] and can be found at [9]. The CaseCreator UI (see Figure 5) allows the user to add all the necessary information which is then translated into a CCBROnto case-representation in a manner transparent to the user.

![CaseCreator UI in PreDiCtS](image)

**Figure 5: CaseCreator UI in PreDiCtS**

The context description \(\text{ctx}_i\) is important in an open-world such as the Web since this will be used as a discriminating feature during case retrieval. The action or solution definition \(\text{act}_i\), represent the service compositional knowledge and can be defined through any composition language. In PreDiCtS we are using parts of an OWL-S service description, but the framework can be easily extended to work with other service languages such WS-BPEL. 

\(\text{hst}_i\) is an other feature which represents the usage-history of each case. This history could provide either positive (i.e. case was found useful) or negative feedback (i.e. implying that aspects of the case were not found ideal by past users) to the case user. This history information is used to generate a reputation value during case retrieval.

![Question-Answer Pair Design Tool](image)

**Figure 6: Question-Answer Pair Design Tool**

An important aspect to consider when creating a new case is the definition of the problem through a set of qapairs. PreDiCtS retrieval component uses two approaches to find suitable cases, one of which is based on an adapted version of TCCBR. For this reason a special qapairs-creation tool, shown in Figure 6, is provided that allows the user to easily associate a new qapair definition with domain ontology concepts.

Some adaptations have been made to the TCCBR theory to allow the system to work with ontologies and to be able to handle the open-world aspects required when defining the service template.

### 3.2.1 Rule 1

Only one qapair from a taxonomy can be included in a case (i.e. there is no abstract relation between concepts relating each qapair...
in case). This is similar to TCCBR, unless these concepts associated to these qapairs are specifically defined as disjoint within the taxonomy.

Example:

```xml
<owl:Class rdf:ID="Hotel"/>
<rdfs:subClassOf rdfs:resource="#Accommodation"/>
<owl:disjointWith rdf:resource="#Hostel"/>
</owl:Class>

<owl:Class rdf:ID="Hostel"/>
<rdfs:subClassOf rdfs:resource="#Accommodation"/>
<owl:disjointWith rdf:resource="#Hotel"/>
</owl:Class>
```

Given the above situation a case can contain both questions:

Accommodation required is Hotel?
Accommodation required is Hostel?

In this way the case covers the situation whereby a user might require staying at both a Hotel and a Hostel which are both subclasses of Accommodation.

3.2.2 Rule 2
The most specific available and applicable qapair is used to represent the case. We adapt this rule as is defined in the TCCBR theory. We look at a taxonomy as a dialogue composed of an ordered set of nodes (qapairs). We start by looking at both the domain of discourse and the different services that might be required (in the solution) to solve a particular issue. We extract those classes that are relevant to the problem that we want to model and give them an ordering. This ordering, though abstractly defined through the subClassOf relation, does not always imply that one class is in effect a subClassOf another, but rather that the question associated with that concept will be asked before or after another one associated with another concept. Therefore given the questions:

Accommodation required is Hotel? and Do you need Accommodation?, the former will be preferred over the latter because it is more specific and thus is considered to be closer to the solution.

3.2.3 Rule 3
We consider a qapair to be associated with a unique concept in the taxonomy. Thus for example, the question:

Accommodation required is Hostel? will be associated to the Hostel concept while Do you need accommodation? is associated to the Accommodation concept

We make use of reification to generate more knowledge about each statement. Infact a question will be associated with a reified statement that threats each component of a triple <subject, predicate, object>, as a Resource.

Example: For the question Do you need accommodation?
a reified statement with the following subject, predicate and object resources will be defined:

**Subject:** Accommodation

**Predicate:** subClassOf

**Object:** AttendConference

In this example, Accommodation is defined to be a subClassOf AttendConference. We envision that this technique will allow us, in the future, to work with other types of abstract relations such as those similar to is-a-part-of by considering other properties that associate classes together.

3.2.4 Service Template Creation
The case creator is provided with a visual-composer tool that allows him to easily create a workflow with the generic services that can solve a specific problem. The UML Activity Diagram representation is used to eventually generate an OWL-S Process definition. The Process ontology in OWL-S provides for the definition of a workflow of services and related properties. Since we wanted this description to be as generic as possible, each service definition is conceptually linked to an ontology of service-related concepts. Thus if the user adds a node that represents a Flight Reservation service, a generic atomic service definition will be generated whose input and output resources are defined by some external service-related ontology.

```xml
<process:AtomicProcess rdf:ID="FlightReservationService">
  <process:hasInput>
    <process:Input rdf:about="#FlightReservationInput">
      <process:ParameterType rdf:datatype="http://www.w3.org/2001/XMLSchema#anyURI"/>
    </process:Input>
  </process:hasInput>

  <process:hasOutput>
    <process:Output rdf:about="#FlightReservationOutput">
      <process:ParameterType rdf:datatype="http://www.w3.org/2001/XMLSchema#anyURI"/>
    </process:Output>
  </process:hasOutput>
</process:AtomicProcess>
```

In this manner when searching for actual services, these generic placeholders will be bound to actual service inputs and outputs. The workflow also defines information related to the order of execution of the services.

3.3 Case Retrieval
The CaseRetriever is responsible for the CCBR retrieval process. It takes as input the choice of similarity measure and problem domain and presents questions for the user to answer. The answered questions will then be used to generate a list of cases based on the similarity measure component.

It is up to the user to decide whether a case from the retrieved set of cases is suitable enough to solve his problem. In the situation where further problem-filtering is required, the user can decide to answer more questions, with the consequence that the list of retrieved cases is also filtered down.

The set of questions presented with every step in this filtering process are generated through a conversation-generation component which takes care of identifying which questions are best suited to be presented to the user in the next step. Different conversation-generation algorithms are available in PreDiCtS, depending on the type of similarity measure chosen initially by the user.

3.3.1 CaseRetriever UI
This is divided into three main components (see Figure 7). The top-most pane consists of two combo boxes; one displays a list of problem-domain ontologies while the other displays the different types of similarity methodologies that the retriever is capable of
using. At present this is limited to two, the Default CCBR and the TCCBR (Taxonomic CCBR) methodologies. We envision the use of a graph-based retrieval method, GCCBR, based on [7], in the near future.

3.3.2 Default CCBR

This similarity measure is based on that presented by [6] and discussed in Section 2. The following similarity function is used:

\[ \text{sim}_1(Q,C) = \frac{\text{same}(Q_{qa},C_{qa}) - \text{diff}(Q_{qa},C_{qa})}{|C_{qa}|} \]

where \( |C_{qa}| \) represents the number of qapairs in the case problem definition. This function is also adapted by [26] but a normalisation function is also included to keep the similarity value between [0, 1]. The normalisation function is as follows:

\[ \text{sim}_2(Q,C) = \left( \text{sim}_1(Q,C) + 1 \right) \]

The technique used to present and rank new questions during a conversation is based on their frequency in the considered cases, though other different techniques could be utilised as defined by [2], [15] and others.

3.3.3 TCCBR

As discussed earlier in Section 2, retrieval in TCCBR is based on two processes, the case-retrieval process and the conversation generation process. We will discuss the steps associated to each one and any adaptations made in PreDiCtS.

The searching step, of the case-retrieval process in the original TCCBR starts by getting the user’s textually-defined query and mapping this with the most similar qapair in the specific domain. We then present the list of the most generic qapairs for a chosen domain, that is, those that are at the roots of the specific taxonomies.

The qapairs are not directly taxonomised, as explained earlier, but each question is associated with a triple <subject, predicate, object> which is defined in a problem related-ontology. This implicitly makes a qapair part of a taxonomy.

![Figure 8: PreDiCtS qapair Taxonomy](image)

Considering the situation in Figure 8 above, we assume that the set of cases, \( C_Q \), and the set of qapairs, \( Q_P \), are linked to an Ontology \( O \) as follows:

\[ \text{case set } C_Q = \{c_1, c_2, c_3, c_4, ..., c_i\} \]
\[ \text{qapairs in } Q_P = \{qp_1, qp_2, qp_3, ..., qp_j\} \]
\[ \text{ontology } O = \{oc_1, oc_2, oc_3, ..., oc_k\} \]

where, \( qp_i \) can be seen to be present in two cases, \( c_1 \) and \( c_3 \), and is associated with ontology concept \( oc_1 \). Similarly \( qp_3 \) is associated with \( oc_3 \) (which is the subject from the associated triple). Therefore during a case retrieval cycle, \( qp_i \) will be asked before \( qp_3 \) since it is more generic. In a case \( c_i \) there will either be \( qp_i \) or else \( qp_3 \), as per Rule 2 above, this provides for a reduction in the redundant questions being presented to the user during case retrieval.

The second step in the case-retrieval process is the matching step and in the original TCCBR this involves matching each qapair element in \( Q_P \) with the qapairs in each of the candidate cases. A ranked list of cases is established based on the following similarity measure \( \text{sim}(qp_i,p_j) \):

\[ \text{sim}(qp_i,p_j) = \begin{cases} 1 & \text{if } p_j \sqsubseteq qp_i \\ \frac{(n+1-m)}{(n+1+m)} & \text{if } qp_i \sqsubseteq p_j \\ 0 & \text{otherwise} \end{cases} \]

where, \( qp_i \) is the question-answer pair in the user’s query and \( p_j \) is the question-answer pair in a candidate case.

\( n \) = number of edges between \( qp_i \) and the root of the taxonomy

\( m \) = number of edges between \( qp_i \) and \( p_j \).

Having calculated such similarity between qapairs then an aggregate similarity metric is used to calculate the overall similarity between the user query \( Q_P \) and a case problem description, \( P_k \). This aggregate similarity is calculated as follows:
Case QID3, QID6, QID9
oc7 q-a pair
Conference + Hotel
qp3 Conference + Hostel + Train
Conference + Hotel + Airplane
Problem QID6, QID9
concept QID3, QID8, QID9
concept Conference + Hostel  + Airplane
Solution Conference + Hostel + Airplane + Hotel + QID8, QID9
Conference + Hotel + Airplane
QID 5, QID6, QID9
QID3, QID5, QID6, QID9
Conference + Hostel + Airplane + Train
QID3, QID5, QID6, QID8, QID9

\[ Sim(QP, P_j) = \frac{\sum_{i \in \mathcal{P}_{\text{cases}}} \sim(qp_i, p_j)}{T} \]

where, \( T \) in the original taxonomic theory represents the number of taxonomies, here it represents the number of disjoint branches in the domain ontology, that are associated with the qapairs. Cases are then ranked in a descending order based on this aggregate value.

In PreDiCtS we adopt the same similarity metric except that this similarity is computed on the qapairs’ associated concepts rather than on the qapairs themselves. With reference to Figure 8 above, suppose that in the user’s problem definition there are two qapairs, \( qp_1 \) and \( qp_2 \), while in the problem definition of the candidate case there are three, \( qp_3 \), \( qp_4 \) and \( qp_5 \).

Based on the associated concepts \( oc_1 \) and \( oc_5 \), the qapairs \( qp_1 \) and \( qp_2 \) are related by a parent-child relation, while the qapairs \( qp_3 \) and \( qp_4 \), which are associated with the concepts \( oc_7 \) and \( oc_8 \), are bound by a child-parent relation (see Table 2).

<table>
<thead>
<tr>
<th>Table 2: qapair/Concept relations</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>User’s Query</strong></td>
</tr>
<tr>
<td>q-a pair</td>
</tr>
<tr>
<td>( qp_1 )</td>
</tr>
<tr>
<td>( qp_3 )</td>
</tr>
<tr>
<td>( qp_5 )</td>
</tr>
</tbody>
</table>

The user’s query though, does not contain a qapair in the candidate case that is related with \( qp_5 \). Using the adapted similarity metrics defined by TCCBR, we assume the following values:

\[ \sim(qp_1, qp_2) = \sim(oc_1, oc_5) = 1 \]
\[ \sim(qp_3, qp_4) = \sim(oc_7, oc_8) = 0.5 \]

for which the aggregate similarity will be

\[ \sum \sim(oc_1, oc_5) = \frac{1 + 0.5}{3} = 0.5 \]

where the number of taxonomies here is 3 since:

a. the concepts \( oc_1 \) and \( oc_5 \) represent 2 disjoint branches in the ontology and
b. the concept \( oc_2 \) has to be considered as a separate disjoint branch.

The last phase of the case-retrieval takes the set of cases that are retrieved and rank-orders them in descending order based on the similarity score obtained from the previous step. Both the TCCBR and the PreDiCtS theories handle this step in a similar manner.

The conversation algorithm in PreDiCtS is the same as that defined by the TCCBR theory. The goal is to present the user with a ranked list of questions derived from the retrieved cases \( C_R \). The process starts by considering all qapair taxonomies applicable to the cases in \( C_R \). The score of each qapair in a taxonomy is based on the similarity scores obtained for the node-related cases. Each node takes the score of all related cases and the similarity of each parent node is the accumulation of the scores of its child nodes. A backward pass algorithm is used to calculate the score of each node. If the user problem definition contains a qapair from the taxonomy then the system selects its child nodes, else the most specific node that subsumes the set of retrieved cases is selected.

The question score is a tuple that includes \(<\text{taxonomy score}, q-a pairs score>\) as in Figure 9.

Example: \( s(qp_4) = 1.3 = ((Sim_{a} = 0.2) + (s(qp_7) = 0.4) + s(qp_8) = 0.7)) \)

4. EVALUATION

In this section we will present the main results of the tests that were carried out to evaluate the case retrieval performance in PreDiCtS (for a more detailed description see [5]). We considered a number of different requests to find suitable cases relevant to the travelling domain.

<table>
<thead>
<tr>
<th>Table 3: Cases for the Travelling Domain</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Case ID</strong></td>
</tr>
<tr>
<td>CID1</td>
</tr>
<tr>
<td>CID2</td>
</tr>
<tr>
<td>CID3</td>
</tr>
<tr>
<td>CID4</td>
</tr>
<tr>
<td>CID5</td>
</tr>
<tr>
<td>CID6</td>
</tr>
<tr>
<td>CID7</td>
</tr>
<tr>
<td>CID8</td>
</tr>
<tr>
<td>CID9</td>
</tr>
</tbody>
</table>

A list of relevant cases (see Table 3) was developed, where each case had a unique CID (case ID). The problem definition consisted of sets of qapairs’ ID references where each QID was also unique for the particular domain. The solution represented a set of services that were stored in a service template.

Four problems were identified and the performance of both the Default CCBR and the TCCBR approaches was considered. The identified problems were:

i. The person (requester) wants to register for a conference, travel by train and stay in a hotel.
ii. The person (requester) wants to attend for a conference, requires accommodation and transportation.
iii. The person (requester) wants to travel by airplane for a conference and requires accommodation.
iv. The person (requester) wants to attend for a conference, has to travel by airplane and train and stay at a hotel.
The main differences between the two approaches were in:

1. the number of questions that were presented to the requester by the conversation-generation algorithm, at the end of each retrieval cycle.
2. the accuracy of the similarity values.
3. the effect of leading the requester towards the Most Suitable Case (MSC).

The reason behind the first result is attributed to the fact that TCCBR considers the abstract relations between qapairs and thus limits the number of redundant questions to present to the user at each stage. This though, does not come without an initial effort on behalf of the case base designer. Indeed time has to be dedicated to create suitable qapairs taxonomies that reflect a particular problem domain and then to associate these to the appropriate cases.

The second and third results both depend on the first one. The former is due to the fact that redundant qapairs are not considered in the case-similarity computation and this gives a more accurate figure at the end. The latter is the end result of the taxonomic aspect when designing the qapairs set. Indeed this leading effect to solution-finding in more pronounced in the TCCBR then in the Default CCBR. Though again this is highly dependent on the design aspect of the case base.

5. FUTURE WORK
In this section we will consider how this work can be extended and improved by the inclusion of an adaptation component and feedback mechanism.

5.1 Adaptation
The addition of this component to PreDiCtS completes the CCBR cycle. Adaptation is closely related to the retrieval process, since it can be considered as the personalisation of a retrieved case to suit more effectively the requester’s needs.

The main issue that has to be considered is the decomposition of a case into its basic components and then the ability to adapt each component separately. An adapted case will then be added to the case base and tested to ascertain its effect on the case base, after which it might be re-adapted or retained in the case base.

The adaptation of cases can be considered as a personalisation process through which the requester or designer can change aspects of a case to provide a more suitable problem-solution relation.

The possible changes can include:

- the addition and removal of services from the template definition (or solution)
- editing of input/output for particular services, including changes to associated ontological concepts
- changes in the order of execution of services or changes to the control constructs used
- adding or removing qapairs that make up the problem definition. Editing qapairs is a more complex process and will surely have a negative effect on the case base. So great care has to be taken in this case.

The most important aspect of this adaptation component will be the UI that provides the visualisation of all subcomponents of the case requiring adaptation. A mapping from the template definition back to UML activity diagrams is required. This will provide an easy way to adapt the solution. This component will be accessed also from within the retrieval component, where it would be possible to adapt the MSC to obtain a higher similarity to the problem at hand.

5.2 Feedback Mechanism
In Section 3 we have mentioned the importance of having a feedback mechanism included in PreDiCtS. It is a process that strives to maximise the usefulness of the case base.

We have identified that such a mechanism can help:

- the requesters to identify how a case has been used, by whom (here we refer to a process which clusters users not the actual person) and whether it has been reputed useful.
- the designer when importing cases from third-parties, since, based on the reputation of cases, then he can decide whether to import or not further cases from this source.
- the designer when performing maintenance on the case base; those cases that have a negative reputation may be removed from the case base.

Such reputation mechanism may be based on user feedback such as that discussed in [27] and in [15]. It is similar to the feedback mechanism of recommendation systems and considers the overall feedback given by case users to generate a reputation score. This score represents the usefulness of a particular case to solve a specific problem. For this reason we have included in CCBRONTO a way to structure this information as part of the case history. We have also identified the need to compute a trust value, for the case creator. This trust value will be based on the global reputations of the cases provided by that particular case supplier. If the overall case-reputation is less then a certain threshold then this implies a lower trust level and that source will not be used any more. In a way this is similar to how eBay [12] reputes its sellers and buyers, though PreDiCtS will take action and remove this source from the list of possible case-suppliers.

6. CONCLUSION
In this paper we presented the motivation behind PreDiCtS. The use of the underlying CCBR technique as a pre-process to the service discovery and composition is promising since it provides for inherent personalisation of the service request and thus as a consequence also more personalised compositions. The tests that were performed showed that the design of both the case base and qapairs affects the retrieval process and to some extent, this also depended on the similarity measure. The most important difference between these two similarity measures was infact the number of relevant questions that the taxonomic similarity measure presented vis-à-vis the frequency based similarity measure during the conversation.

It will be interesting to see how PreDiCtS will continue to develop. Meanwhile we hope that the work presented in this paper provides an initial step towards the adoption of such mixed-initiative processes in the personalisation of the discovery and composition of Web services.
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ABSTRACT
The two main, competing, paradigms in Artificial Intelligence are the numeric (vector-space) and the symbolic approaches. The debate on which approach is the best for modelling intelligence has been called the 'central debate in AI'. ETS is an inductive learning model that unifies these two, competing, approaches to learning. ETS uses a distance function to define a class and also uses distance to direct the learning process. An ETS algorithm is applied to the Monk’s Problems, a set of problems designed to evaluate the performance of modern learning algorithms - whether numeric and symbolic.
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1. INTRODUCTION
Evolving Transformation System (ETS) is a new inductive learning model proposed by Goldfarb [3]. The main objective behind this learning model was the unification of the two major directions being pursued in Artificial Intelligence (AI), i.e. the numeric (or vector-space) and symbolic approaches. In Pattern Recognition (PR), analogously, the two main areas are the decision-theoretic and syntactic/structural approaches [2]. The debate on which of the two is the best approach to model intelligence has been going on for decades - in fact, it has been called the ‘Central Debate’ in AI [7]. It was McCulloch and Pitts who proposed simple neural models that manifested adaptive behaviour. Not much later, Newell and Simon proposed the physical symbol systems paradigm as a framework for developing intelligent agents. These two approaches more-or-less competed until Minsky and Papert published their now famous critique of the perceptron, exposing its limitations. This shifted attention, and perhaps more importantly funding, towards the symbolic approach until the 1980s when the discovery and the development of the Error Back Propagation algorithm together with the work of Rumelhart et al reignited interest in the connectionist approach.

One of the main ideas in the ETS model is that the concept of distance plays an important, even critical, role in the definition, specification, and learning of the class. This paper presents the results of applying an ETS learning algorithm to the task of using distance to learn the classes in the Monk’s Problems [8], a set of problems designed for testing modern learning algorithms. The experiments on the Monk’s Problems were carried out as part of the author’s Ph.D. programme. A full exposition can be found in the author’s Ph.D. thesis [1]. Unless otherwise stated, the definitions, tables and diagrams of this paper are reproduced from this work.

2. THE ETS MODEL
The main idea that characterizes the ETS model is that of using distance, i.e. metric or pre-metric function, for defining a class. Given a domain of discourse O, a class C in this domain can be specified by a non-empty finite subset of C which is called the set of attractors, and which we denote by A, and also by a distance function dc. The set of all objects in O that belong to C is then defined to be:

\[ \{ o \in O \mid dc(a, o) < \delta, a \in A \}. \]

In other words, the class consists precisely of those objects that are a distance of \( \delta \) or less from some attractor. We illustrate with a simple example. Suppose we want to describe (i.e. specify) the class (or concept) Cat. Let O be the set of all animals, C a finite set of (prototypical) cats, \( \delta \) as non-negative real number, and \( dc_{cat} \) a distance function defined on the set of all animals. Provided that C, \( \delta \), and \( dc_{cat} \) are chosen appropriately, the set of all cats is then taken to be the set of all animals that are a distance of \( \delta \) or less from any of the attractors, i.e. the set of prototypical cats. This is depicted below in Figure 1. Here the set C contains just one prototypical cat. All animals that are in the \( \delta \)-neighbourhood of this cat are classified as cats.

This idea borrows somewhat from the theory of concepts and categories in psychology. The reader is also referred to [6] for a discussion of Eleanor Rosch’s theory of concept learning known as Exemplar Theory. Objects are classified together if they are, in some way, similar. In our example, all the animals that are cats are grouped together since the distance between any cat and the prototype is less than the threshold \( \delta \). In other words, an animal is a cat if it is similar
to the cat prototype. The less distance there is between two animals, the more similar they are - i.e. distance is a measure of dissimilarity.

The ETS model is not just about class description, but also about learning class descriptions of classes from finite samples to obtain an *inductive class description*. Let \( O \) be a domain of discourse and let \( C \) be a, possibly infinite, set of related classes in \( O \). Let \( C' \) be a class in \( C \) and let \( C^+ \) be a finite subset of \( C \) and \( C^- \) be a finite subset of \( O \) whose members do not belong to \( C \). We call \( C^+ \) the *positive* training set and \( C^- \) the *negative* training set. The learning problem is then to find, using \( C^+ \) and \( C^- \), a class description for \( C \). Of course, in practice, this might be, for all intents and purposes, impossible since if the number of classes in \( C \) is infinite, then \( C^+ \) may be a subset of infinitely many classes in \( C \). In other words, no finite subset, on its own, can characterize an infinite set. We therefore insist only on finding a class description for some class \( C' \in C \) such that \( C' \) *approximates* \( C \). This depends, of course, on having a satisfactory definition of what it means for a class to approximate another.

In essence, learning in the ETS model involves finding a distance function that achieves *class separation*, i.e. a distance function such that the distance between objects in \( C^+ \) is zero or close to zero while the distance between an object in \( C^+ \) and an object in \( C^- \) is appropriately greater than zero.

An ETS algorithm achieves this by iteratively modifying a (parametrized) distance function such that the objects in \( C^+ \) start moving towards each other while, at the same time, ensuring that the distance from any object in \( C^+ \) to any object in \( C^- \) is always greater than some given threshold.

3. KERNEL LANGUAGES

Kernel Languages is an interesting subclass of regular languages. A kernel language over a finite alphabet \( \Sigma \) is specified by the pair \((K, F)\) where \( K \subset \Sigma^* \) is a finite, non-empty, set of strings called the set of *kernels* and \( F \subset \Sigma^+ \) is a finite, non-empty, and factor-free set of strings called the set of *features*. Informally, the strings in the kernel language specified by \((K, F)\) are precisely those strings that can be obtained (generated) by inserting features from \( F \) anywhere, in any order, and any number of times, into the kernel strings of \( K \). We only require that:

1. features are not inserted inside other features,
2. no feature is a factor\(^1\) of any other feature, i.e. \( F \) is factor-free, and
3. no kernel contains a feature as a factor.

We illustrate with an example. Consider the set of kernels \( K = \{bb, bc\} \) and the set of features \( F = \{ab, ba\} \). The following strings in \( L(K, F) \), the language generated from \( K \) and \( F \), are obtained by successive insertions of features in the kernels: (kernels letters are shown in bold)

\[
\begin{align*}
bb & \quad bc \\
bab & \quad bca \\
babab & \quad ababc \\
bababab & \quad abababc \\
babababab & \quad ababababc \\
bababababab & \quad abababababc \\
babababababab & \quad ababababababc \\
bababababababab & \quad abababababababc \\
\end{align*}
\]

\(^1\)i.e. a substring
Note that features can be inserted anywhere in a kernel but not inside another feature. We must point out, however, that this does not necessarily mean that a string in $L(K, F)$ cannot contain factors such as $aabb$ which can be formed by the insertion of the feature $ab$ inside another occurrence of the same feature. The reason for this is because this feature can also be formed from the features $ab$ and $ba$ as follows: $bb \rightarrow \omega, ab \rightarrow \omega, baab bb$ to obtain the string $baabbb$ which, of course, contains $aabb$ as a factor. Testing for membership in a kernel language is achieved either by checking if a given unknown string $x$ can be generated from one of the kernels by a sequence of feature insertions or, alternatively, by (nondeterministically) deleting features from $x$ to obtain a kernel. Note that the latter procedure is equivalent to computing the normal forms of $x$ modulo the special semi-Thue system, $R_F$, that consists exactly of $|F|$ rules of the form $(f, \omega)$, $f \in F$. The set of rewrite rules of $R_F$ is therefore indexed by $F$. To determine if $x$ belongs to $L(K, F)$ we then need only check whether one of the normal forms belongs to $K$.

There are various types of kernel languages. These include confluent and non-confluent kernel languages, trivial kernel languages, non-congruential kernel languages, and kernel languages with single or multiple kernels. It turns out that kernel languages have a number of real-world applications. The Monk’s Problems instances can be encoded as strings from a kernel language. So can the parity problem and other interesting real-world problems [1].

4. THE MONK’S PROBLEMS

In the summer of 1991 at the 2nd European Summer School on Machine Learning held at the Corsendonk Priory in Belgium, a number of researchers proposed a set of problems for testing the various machine learning algorithms that existed at the time. This set of problems was called ‘The Monk’s Problems’. The idea was that the main machine learning algorithms would be tested and compared using the same dataset.

The Monk’s Problems are set in an artificial robot world where a robot can be described by six different attributes as follows (see Figure 2):

\[
\begin{align*}
\text{x}_1 : \text{head\_shape} & \in \{\text{round, square, octagon}\} \\
\text{x}_2 : \text{body\_shape} & \in \{\text{round, square, octagon}\} \\
\text{x}_3 : \text{is\_smiling} & \in \{\text{yes, no}\} \\
\text{x}_4 : \text{holding} & \in \{\text{sword, balloon, flag}\} \\
\text{x}_5 : \text{jacket\_colour} & \in \{\text{red, yellow, green, blue}\} \\
\text{x}_6 : \text{has\_tie} & \in \{\text{yes, no}\}
\end{align*}
\]

There were three problems in the set. Each problem was a binary classification task, i.e. that of determining whether or not a robot belongs to one of three classes. Each problem consists of a description of the class and a training set that is a proper subset of the 432 possible robots in the artificial world. The task of the machine learning algorithm is to generalize from the training examples and, if possible, to output a class description of each of the three classes. The three classes were:

1. Monk1: (head\_shape = body\_shape) or (jacket\_colour = red)

124 labelled examples were randomly selected from 432 possible robots. No misclassifications.

2. Monk2: exactly two of the six attributes have their first value

169 labelled examples were randomly selected from 432 possible robots. No misclassifications.

3. Monk3: (jacket\_colour is green and holding sword) or (jacket\_colour is not blue and body\_shape is not octagon)

122 labelled examples were randomly selected from 432 possible robots. 5% misclassifications.

The only problem that contained noise was Problem 3. The intention here was to test the performance of the algorithms in the presence of noise. Problem 2 is very similar to parity problems. Problems 1 and 3 are in DNF form and are therefore assumed to be solvable by symbolic learning algorithms such as ID3, AQ, etc. Problem 2 combines attributes in a way which makes it awkward to express in DNF or CNF.

Table 1, reproduced from [8], lists the results obtained by the different learning algorithms on the Monk’s Problems datasets. The experiments were performed by leading researchers in Machine Learning, each of whom was an advocate of the algorithm he or she tested and, in many cases, the creator of the algorithm itself.

The algorithms tested included the various decision tree learning algorithms such as ID3 and its variations, mFOIL - a rather interesting inductive learning system that learns Horn clauses using a beam search technique, and various neural networks such as Backpropagation and Cascade Correlation. No algorithm managed to correctly learn all three classes, although some came very close. In spite of the fact that the Monk’s Problems are defined in a symbolic rather than a numeric domain, the best performing algorithms were, perhaps surprisingly, the neural networks.

5. THE VALLETTA ALGORITHM

The main objective of the Valletta algorithm is to investigate the feasibility or otherwise of applying the ETS model to a grammatical inference problem. The aim is to see if and how distance could be used to direct the learning process and also how such an algorithm would perform in the presence of noise. Valletta’s learning strategy is based on the observation that the set of features that partially specify an unknown kernel language $K$ must necessarily be a subset of the set of all repeated substrings in $C^+$ - assuming, of course, that the strings in $C^+$ were drawn at random from $K$ and that every feature occurs at least twice in $C^+$. Valletta was designed from the beginning to learn multiple-kernel languages and not just single kernel languages. This is because all examples of naturally occurring, i.e. real-world, kernel languages that we came across were all multiple-kernel. It turns out that learning multiple-kernel languages is much more difficult than learning single kernel languages. With
**Figure 2:** Some of the robots in the Monk’s Problems.

<table>
<thead>
<tr>
<th>Learning Algorithm</th>
<th>#1</th>
<th>#2</th>
<th>#3</th>
</tr>
</thead>
<tbody>
<tr>
<td>AQ17-DCI</td>
<td>100%</td>
<td>100%</td>
<td>94.2%</td>
</tr>
<tr>
<td>AQ17-HCI</td>
<td>100%</td>
<td>93.1%</td>
<td>100%</td>
</tr>
<tr>
<td>AQ17-FCLS</td>
<td>92.6%</td>
<td>97.2%</td>
<td>99.2%</td>
</tr>
<tr>
<td>AQ17-NT</td>
<td>100%</td>
<td>100%</td>
<td>98.6%</td>
</tr>
<tr>
<td>AQ17-GA</td>
<td>100%</td>
<td>86.8%</td>
<td>100%</td>
</tr>
<tr>
<td>Assistant Professional</td>
<td>100%</td>
<td>81.3%</td>
<td>100%</td>
</tr>
<tr>
<td>mFoil</td>
<td>100%</td>
<td>69.2%</td>
<td>100%</td>
</tr>
<tr>
<td>ID5R</td>
<td>81.7%</td>
<td>61.8%</td>
<td>100%</td>
</tr>
<tr>
<td>IDL</td>
<td>97.2%</td>
<td>66.2%</td>
<td>100%</td>
</tr>
<tr>
<td>ID5R-Hat</td>
<td>90.3%</td>
<td>65.7%</td>
<td>100%</td>
</tr>
<tr>
<td>TDIDT</td>
<td>75.7%</td>
<td>66.7%</td>
<td>100%</td>
</tr>
<tr>
<td>ID3</td>
<td>98.6%</td>
<td>67.9%</td>
<td>94.4%</td>
</tr>
<tr>
<td>ID3, no windowing</td>
<td>83.2%</td>
<td>69.1%</td>
<td>95.6%</td>
</tr>
<tr>
<td>ID5R</td>
<td>79.7%</td>
<td>69.2%</td>
<td>95.2%</td>
</tr>
<tr>
<td>AQR</td>
<td>95.9%</td>
<td>79.7%</td>
<td>87.0%</td>
</tr>
<tr>
<td>CN2</td>
<td>100%</td>
<td>69.0%</td>
<td>89.1%</td>
</tr>
<tr>
<td>CLASSWEB 0.10</td>
<td>71.8%</td>
<td>64.8%</td>
<td>80.8%</td>
</tr>
<tr>
<td>CLASSWEB 0.15</td>
<td>65.7%</td>
<td>61.6%</td>
<td>85.4%</td>
</tr>
<tr>
<td>CLASSWEB 0.20</td>
<td>63.0%</td>
<td>57.2%</td>
<td>75.2%</td>
</tr>
<tr>
<td>PRISM</td>
<td>86.3%</td>
<td>72.7%</td>
<td>90.3%</td>
</tr>
<tr>
<td>ECO WEB leaf prediction</td>
<td>71.8%</td>
<td>67.4%</td>
<td>68.2%</td>
</tr>
<tr>
<td>ECO WEB l.p. &amp; information utility</td>
<td>82.7%</td>
<td>71.3%</td>
<td>68.0%</td>
</tr>
<tr>
<td>Backpropagation</td>
<td>100%</td>
<td>100%</td>
<td>93.1%</td>
</tr>
<tr>
<td>Backpropagation with weight decay</td>
<td>100%</td>
<td>100%</td>
<td>97.2%</td>
</tr>
<tr>
<td>Cascade Correlation</td>
<td>100%</td>
<td>100%</td>
<td>97.2%</td>
</tr>
</tbody>
</table>

**Table 1:** The published results of the Monk’s Problems.
single-kernel languages one need only find a set of features. On the other hand, with multiple-kernel languages one also have to find the kernels without knowing beforehand the the number of kernels in the unknown language. Besides the obvious computational complexity this problem also poses an interesting question. Should one find a TS description that minimizes the number of features or the number of kernels? Valletta can be instructed to find TS descriptions that minimize either the number of features or the number of kernels. Valletta has what is called a variable inductive preference bias. This means that Valletta allows the user to choose which hypotheses (i.e. TS descriptions) are preferred over others. This is an important advantage over other learning algorithms.

Valletta has two main stages. The pre-processing stage searches for all repeated substrings in $C^+$ and stores them in a repeated substring list $R_{C^+}$. The learning stage then finds a set of features from $R_{C^+}$ that gives class separation, i.e. a set of features that optimizes the function

$$f = f_1 \epsilon + f_2,$$

where $f_1$ is the minimum EvD distance (over all pairs) between $C^+$ and $C^-$, $f_2$ is the average pair-wise intra-set EvD distance in $C^+$, and $\epsilon$ is a small positive real constant to avoid divide-by-zero errors. Valletta’s learning stage builds a structure, the search tree, in which each node represents a feature set. Valletta expands this tree only on the basis of $f_2$. This means that Valletta’s search for the set of features that describes the unknown kernel language $K$ is completely directed by $f_2$. No other criteria are used to direct the learning process.

Valletta uses a new string-edit distance function called Evolutionary Distance (EvD) [1]. EvD is suitable for describing kernel languages since it can detect features inserted inside other features. The idea behind EvD is that, given two strings and a set of features $F$, the distance between two strings can be taken to be the weighted Levenshtein distance (WLD) between the normal forms (modulo $R_F$) of the two strings [1]. One important advantage of this technique is that normal forms are usually much shorter than the actual strings and this this results in significantly shorter computation times. The main problem is, of course, how to efficiently reduce the strings to their normal form modulo $F$. This was accomplished using a data structure called a parse graph. EvD works by first building the parse graphs for the two strings and then extracting the normal forms from the parse graphs. The EvD procedure then computes the weighted Levenshtein distance between the normal forms and the set of kernels that is passed as a parameter.

An explanation of the inner workings of Valletta is beyond the scope of this paper. The reader is referred to [1] for a full exposition.

### 6. RESULTS AND CONCLUSIONS

The Monk’s problems can quite easily be posed as GI problems. In theory, every learning problem can be posed as a GI problem. In particular, each of the Monk’s three classes of robots can be represented by a confluent kernel language. For the experiments, a special version of Valletta was developed. This is simply Valletta but with a much narrower inductive preference bias. The new version of Valletta was called Mdina, after Malta’s old capital. Mdina considers only trivial kernel languages [1]. Mdina successfully learned problems 1 and 2 but did not learn problem 3. Investigation showed that this was because the training set was not structurally complete [4]. The addition of one string made the training set structurally complete and Mdina was then able to learn the class.

Mdina served to show that distance can indeed be used to direct the learning process. The experiments also highlighted the fact that learning algorithms converge to the correct class if the inductive bias of the algorithm is correct. In his technical report Thrun describes the Monk’s problems and the results obtained by the various algorithms does not attempt to analyse or explain the results. We feel the whole exercise served more to determine whether each algorithm had the correct inductive bias to learn each of the Monk’s problem than to determine the actual learning ability of the various algorithms. Each of the algorithms listed in the report have successfully been used for other learning tasks. We believe that the apparent inability of some of the algorithms to learn the Monk’s problems is due more to their type of inductive bias rather than to anything else. Wolpert [10] and others have shown that no inductive bias can achieve a higher generalization accuracy than any other bias when when considered over all classes in a given domain. In spite of this, it has been documented that certain bias do perform better than average on many real-world problems [9]. This strongly suggests that many real-world problems are homogenous in nature in that they require very similar inductive biases. This explains why certain learning algorithms such as ID3 do well on most applications. When learning algorithms do badly it is very often a case of an incorrect inductive bias.

### 7. REFERENCES


ABSTRACT
As events occur around the world, different reports about them will be posted on various web portals. Different news agencies write their own report based on the information obtained by its reports on site or through its contacts – thus each report may have its own ‘unique’ information. A person interested in a particular event may read various reports about that event from different sources to get all the available information. In our research, we are attempting to fuse all the different pieces of information found in the different reports about the same event into one report – thus providing the user with one document where he/she can find all the information related to the event in question. We attempt to do this by constructing conceptual graph representations of the different news reports, and then merging those graphs together. To evaluate our system, we are building an operational system which will display on a web portal fused reports on events which are currently in the news. Web users can then grade the system on its effectiveness.

1. INTRODUCTION
If one browses the news sites on the World Wide Web (WWW) such as Reuters 1, or AFP 2, he can find news reports of events which have happened only minutes before the time of reading. Each event that occurs can be found reported by different authors on different news sites. The different reports on the same event usually contain the same back-bone of the main sub-events but different fine details. Therefore, for a user to get the whole picture of that event with all the different details incorporated with it, he/she would have to read various reports on the same event. Unfortunately, most of the information in each report would be present in the other reports as well. Thus to get all the fine details, the user has to endure reading repeated information.

We attempt to address the above issues in our research by constructing logical representations of the different news reports, and then merging those structures which are representing reports on the same event. The merged structure would then contain all the information obtained from the different reports. This merged structure would then be presented back to the user as a ‘fused’ report for that event with unnecessary repetition of the same information.

The news reports are represented using structures similar to a conceptual graphs, and the construction of these conceptual graphs is performed using surface based approaches only – i.e. we will not be using approaches which require deep semantic analysis of the text or a knowledge base. In our opinion, the use of surface-based approaches is more appropriate to news reports since they are less computationally expensive to implement and execute, and also new names and terms crop up in the news every day – otherwise the knowledge base will have to be updated regularly. Moreover surface-based approaches will enhance the portability of our system across different domains since unlike knowledge bases, they can be more general and not limited to particular domains.

Within our research, we are also attempting to evaluate our approach in terms of helpfulness to the user.

The structure of the remaining part of this report will be as follows: in the next section, we describe related work done or currently being done in the same area as our research. Then in the following section, we will describe the methodology implemented in our system. A description of our intended method of evaluation will follow in the proceeding section, and in the final section we give our conclusions and our plans for future work.

2. LITERATURE REVIEW
The aim of Document Fusion is to produce a fused report which will contain all the relevant information from the different source documents without repetition ([7], [1], [8]). The reasons behind the need for Document Fusion are various, namely:

- Any document/report from any particular source is never fully objective. On the other hand, a document built from multiple sources produces more objectivity ([14]),

1http://today.reuters.com
2http://www.afp.com/english/news/?pid=stories
- Reports from different sources on the same event may contain different information – in fact reports from different sources may agree with each other, contradict each other or add new information ([8], [7], [1]).
- Information Fusion may also help in tracking the developments to reports over time ([8], [14]).

The steps involved in document fusion are ([8], [1], [7], [13]):

1. The segmentation of each document into different segments,
2. The logical representation of each segment so that each segment may be compared to segments from other documents,

Information Fusion is most commonly applied to textual news reports ([8], [1], [7]). However, we also encountered examples of the application Information Fusion on video news reports ([14]), and also on search engine result listings ([13]).

Information Fusion involves the segmentation of the different documents and then building relationships between segments from different documents. In its definition of the Cross-Document Structure [8] describes relationships which may occur between paragraphs, sentences, phrases and even individual words.

These different levels of granularity present different issues. [7] goes to the coarse side of the spectrum and segments the documents into paragraphs. According to [7], the use of paragraph segments simplifies matters since paragraphs are context-independent and hence fused reports built from paragraphs taken from different sources will be more readable. Furthermore, [7] argues that within the context of news reports, paragraph units are not too coarse since the paragraphs within news reports do not usually contain more than 3 sentences.

In direct contrast to the use of paragraph segments in [7], [1] claims that even sentence segments are too coarse and each sentence may contain more than one theme. Thus the construction of the fused report from sentence units may lead to repetition. [1] recommends the break-down of sentences into phrases – this eliminates the repetition, but then brings forward the need to do sentence re-generation to make the fused report readable.

In our opinion, performing fusion with paragraph segments will need relatively less processing than fusion with finer granularities. However, paragraphs are too coarse for fusion, and inevitably if fusion is to be made from paragraph segments repetition will inevitably occur.

On the other hand, breaking down the sentences into phrases will necessitate the need for sentence generation after fusion has been done to ensure readability of the output document.

We attempt to do fusion using sentence-size segments. To avoid the problem of repetition in the case of sentences containing more than one themes, we will give a priority to the shorter sentences to be used in the final ‘fused’ document since these are the most likely to contain only one theme.

To build the relationships between the segments, the segments are represented using a graph representation ([8], [1]) unless the segments are coarse as in the case of [7]. A particular representation which is of interest to us is the DSYNT structure which is described in [1]. The DSYNT is a graph structure whereby a node is built for each phrase, and a phrase consists of a verb with 2 nouns.

A representation of concepts and relationships between concepts which is quite similar to the DSYNT structures described previously but is more evolved is the Conceptual Graphs representation. Conceptual Graph representation is a representation which is precise but also human readable ([10]). It consists of concept nodes which represent entities, states, attributes and events, and relation nodes which describe the relationships between the different concepts ([10], [4]).

In our research, the ideal representation would be Conceptual Graphs. However, the construction of conceptual graphs from raw text would require semantic information and the support of a knowledge base as described in [11]. Since we try to adhere to surface-based approaches, our aim is to build structures resembling conceptual graphs as much possible but using surface-based approaches only.

In the construction of graph representation for text, the concepts are first extracted from the text to form the graph nodes, and then the relationships between the concepts are built ([6], [3], [9], [3]). Concepts can be defined by certain pre-defined phrases or by the extraction of proper names ([6], [3]), or otherwise they can be extracted by the use of heuristic rules ([9], [3]).

In our research, we have used a combination of both approaches listed above used for concept extraction. A Part-Of-Speech tagger is used to tag the text, and then heuristic rules are used to extract the concepts from the text. Over and above that, simple extraction of proper names is also done, and any proper names which have not been inserted as concepts in the previous step, will be inserted now.

We have encountered various approaches to the construction of relationships between different concepts. On one hand, there are approaches which build relationships based on the semantic meaning of the concepts and the words in the text ([6], [11], [12]). A case of interest is that described in [11]), whose system uses a lexicon of word canonical graphs to build all the possible graphs for each sentence. Then, a semantic knowledge base is used to reject those sentence graphs which do not make sense semantically. [12] does not build only relationships according to semantic meanings, but also builds relationships between those words or phrases which have high frequencies of co-occurrence within text windows of pre-defined size.

On the other hand, we have more surface-level approaches which make use of heuristic rules applied on the Part-Of-Speech tags (produced by a parser) corresponding to the different words. Examples include [9] which build Noun-
Verb-Noun tuples, and [1] which builds the DSYNT structure described previously.

Another surface-level approach which is quite different to those described above is that described in [3]. In this case, there are two type of constructed relationships between concepts. These are:

- **Named Relations** – each such relationship consists of 2 concepts and a relationship name. Such relationships are extracted using heuristic patterns – e.g. the text ‘president of’ if used to extract a named relationship between ‘George Bush’ and ‘United States’ from the following sentence: ‘George Bush, president of the United States’.

- **Unnamed Relations** – each such relationship consists of two concepts and a relationship strength. These relationships are built by finding sets of concepts which have a high co-occurrence rate within the same sentences.

In our research, we are trying to use surface-based approaches as much as possible. Therefore, the use of knowledge bases to construct relationships between concepts would go against our approach and also would prove costly, and probably also limit the domain in which our system can operate. We think that the construction of DSYNT structure or NVN tuples is quite straightforward since the text would have already been tagged previously for the concept extraction. On the other hand, the approaches described in [3] are very interesting and can be applied as well.

### 3. METHODOLOGY

Our system performs the construction of fused news reports in the following steps:

1. The downloading of the news reports from different sources via RSS feeds.
2. The clustering the documents according to their content.
3. The construction of conceptual representations for each document.
4. The merging of conceptual representations for documents within the same cluster.
5. The construction of the fused document.

As we mentioned in the previous section, one of the main issues in information fusion is to avoid repetition. In our case, this is handled during the merging of the conceptual structures used for representations.

#### 3.1 Downloading of News Reports

Within this part, the RSS feeds from a number of pre-defined sources are downloaded. For each downloaded RSS record, the system first checks if the corresponding news report has been downloaded already. If it has not yet been downloaded, the news report will be downloaded, filtered from the surrounding HTML code, and stored within an XML file together with the other details specified in the RSS record.

#### 3.2 Document Clustering

The main ‘problem’ within the task of document clustering is that the number of final document clusters is not known beforehand.

To tackle this problem, we adapted a technique similar to that described in [5]. We first index the documents, remove the stop-words from the indexes and assign term weights to the index terms using tf-idf measure. Then the similarity of those documents with each cluster is calculated and if there exists a cluster with a similarity higher than a pre-defined threshold, that document is placed within that cluster.

#### 3.3 Building Conceptual Representations for each Document

The logical representation built within this section is an entity-relation structure whereby we define the entities (the ‘objects’ within the document) and the relations / actions occurring between these entities. Noun entities form the entities, and verb entities describe the relations between these entities.

The steps followed by the system to construct the conceptual graph are as follows:

1. The contents of the document in question are read and are tagged using a POS Tagger.
2. The noun entities are extracted from the document’s contents.
3. The complex noun entities within the document i.e. entities formed from 2 or more ‘simple’ noun entities are extracted.
4. The verb entities are extracted. These will be the names of the named relations between 1 or 2 entities.
5. The relationships between the noun entities (concepts) are built.
6. The relations are grouped into series of relations which lead from one to other.
7. Co-referring noun entities are grouped together.

The following sub-sections contain a more detailed description of each step.

#### 3.3.1 Tagging the Document’s Contents

The document’s contents are tagged using Brill’s Part of Speech tagger [2].

After Brill’s Part of Speech tagger has been employed to tag the text, some corrections are applied to the resulting tagged text. Our system reads a text file which contains a list of tokens each with its own corresponding tag and assigns all occurrences of these tokens within the document’s text to that tag.

Finally, the named entities are identified and the tags of the tokens which make up these names are set to be of type ‘PROPER NOUN’. Named entity extraction is performed
by identifying those tokens which start with an upper-case letter but do not occur at the start of a sentence. Once those tokens have been identified, the tokens which occur at the start of sentences are matched with the list of names extracted previously, to check whether they also form part of names.

### 3.3.2 Extracting the Noun Entities

Noun entity extraction is performed by applying the following rules to the tagged text:

\[
<Noun-Entity> = [\langle\text{Determiner}\rangle] (\langle\text{Adjective}\rangle)^+ (\langle\text{Noun}\rangle)
\]

In other words, a Noun Entity must consist of at least one noun token, any number of adjective tokens preceding that noun token, and possibly a Determiner at the start of the noun entity object.

In cases where a sequence of adjective tokens is found without a noun token at the end, the last adjective in the sequence is considered to be a noun token. Occurrences of such sequences are due to erroneous tagging of text by the POS tagger.

### 3.3.3 Building the Complex Noun Entities

Complex noun entities are composed of two or more ‘simple’ noun entities which are linked together by a preposition, or a conjunction or disjunction. For example if we have the phrase ‘the president of Iraq’; within the step described in section 3.2, we identified ‘the president’ and ‘Iraq’ as separate noun entities. However, it is quite obvious that ‘the president of Iraq’ is referring to a single entity. By generalization of this example, we can therefore build complex noun entities using the rule:

\[
<\text{Complex-Noun-Entity}> = <\text{Simple Noun Entity}> <\text{preposition}> <\text{Simple Noun Entity}>
\]

Another feature of complex noun entities, as used by our system, is their composite nature – i.e. a complex noun entity may be built using other complex noun entity objects. In fact, the actual heuristic rule which we used in building complex noun entity objects is as follows:

\[
<\text{Complex-Noun-Entity}> = <\text{Simple Noun Entity}> <\text{preposition}>
(\langle\text{Simple Noun Entity}\rangle | <\text{Complex Noun Entity}\rangle)
\]

Note from the above rule that we assume complex noun entities to be right-associative. This is illustrated in the following example.

Imagine that we have the phrase: ‘The leader of the terrorist organization in Iraq’. The simple noun entities within this phrase are: ‘The leader’, ‘the terrorist organization’ and ‘Iraq’. According to the heuristic rule we used to build the complex noun entities, we first build the complex noun entity shown in Figure 1.

Then we build the final complex noun entity shown in Figure 2.

### 3.3.4 Extracting the Verb Entities

Verb Entities are used as names for the relationships between noun entities. These are extracting by applying the following rule to the tagged text:

\[
<\text{Verb-Entity}> = (\langle\text{Adverb}\rangle)^+ [\langle\text{Auxiliary}\rangle] (\langle\text{Adverb}\rangle)^+ (\langle\text{Verb}\rangle)
\]

### 3.3.5 Building the Relationships between the Noun Entities (Concepts)

A Named Relation consists of a verb entity, which provides the name for the relation, and one or two noun entities, between which the relation is defined.

Named Relations may be subdivided into two groups, namely:

- **binary relation** – where the verb entity involved is transitive and the relation is defined between two noun entities. For example, in the phrase ‘John kicked Mary’, we have the relation ‘kicked’ between ‘John’ and ‘Mary’,

- **unary relation** – where there is only one noun entity object involved since the verb ‘defining’ the relation is intransitive. For example, in the phrase ‘John died’, we have the ‘relation’ ‘died’ and only the noun entity ‘John’ is involved.

Within this sub-section, we are involved in the extraction of these types of entities. To perform this extraction, the system traverses the list of sentence phrases (whose creation is described in section 3.5), and builds the named relations by applying the following heuristic rules in the order given below:

1. \(<\text{Named Relation}> = <\text{Noun Entity}>\)
If during the construction of the Named Relations, the system finds a temporal entity (a date, or a time string) immediately before or after the entities forming the relations, it attaches this temporal entity to the relation being constructed as an indication of the time/date during which that relation was established.

3.3.6 Identifying Relations Leading from one to another
Within the same sentence phrase, the system may find more than one different named relations. If this is the case, and there is a noun entity which forms part of two relations, those relations are set to 'related' to each other – in the sense that one relation leads off from the other.

For example, consider the sentence, ‘The attack hindered the work being done in the country.’ From this sentence, we may extract two named relations – namely ‘The attack hindered the work’, and ‘the work being done in the country’. Since there is the noun entity ‘the work’ being used in both relations, these two relations are set to be ‘related’ to one another.

3.3.7 Clustering those noun entities which are referring to the same object
Within a document, different noun entity objects refer to the same real-world object. For example, the noun entities ‘the president of the United States’, ‘George Bush’, ‘the former governor of Texas’ are all referring to the same real-world object – namely George Bush, who is the president of the United States at the time of writing.

Our system attempts to cluster together those noun entities which are 'co-referent' so that we will have as much as possible a one-to-one relation of entities within the conceptual structure constructed to real-life objects. In this way, certain operations, such as the retrieval of all relations which concern a particular object, are greatly facilitated.

This clustering is done in two parts. In the first part, a set of ‘significant’ tokens is constructed for each noun entity object where ‘significant’ tokens within a noun entity are those tokens which are the actual nouns. Those noun entities which have equivalent sets of ‘significant’ tokens are clustered together as co-referent.

The second part of the noun entity clustering utilizes the list on un-named relations whose extraction was described in section 3.5. In this part, the system traverses the list of un-named relations, and for each pair of noun entities, it identifies the two noun entity clusters which contain each noun entity in question, and merges these two clusters together.

3.4 Merging Conceptual Graphs
In the previous section, we described the procedure we used to construct the conceptual graph representation for each document. Now, we need to identify those entities and relations which are common across the different documents of the same cluster.

This merging task may be sub-divided into two sub-tasks:

1. The clustering of those noun entity and verb entity objects which are 'synonyms',
2. The clustering of co-referring relations.

3.4.1 Clustering Noun-Entity and Verb-Entity Objects
A similar process is used to cluster co-referring noun-entity and verb-entity objects.

The tokens of each noun-entity and/or verb-entity object are weighted using the tf-idf measure based on the inverted index for the document cluster. Those tokens which have a normalized weight of 0.5 or greater are considered to be the 'defining' tokens for that entity object.

When comparing two entity objects, an intersect list of defining tokens is extracted, as well as the difference list of defining tokens for those two entity objects. The members of the intersect list contribute to the equivalence score of those two tokens, whilst the members of the difference list hinder this equivalence score. The two entity objects are considered to be co-referring if their equivalence score exceeds a certain threshold.

3.4.2 Clustering the Relations
The approach to the relations’ clustering is based on the premise that two relations are clustered if they share at least a co-referring verb entity and a co-referring noun entity between them, or two co-referring noun entities between them.

Two relations are considered to share a co-referring verb entity or a co-referring noun entity if one of the relations contains a verb (or a noun) entity which forms part of the same verb-entity (or noun-entity) cluster as a verb (or a noun) entity from the other relation.

3.5 Building the Fused Report
Once the previous step has been completed, we end up with a list of conceptual structures representing the concepts and the relations between them. Since these relations have been ‘merged’ together, we now have a list of ‘unique’ relations between concepts which represent the different information found in the different reports. The final step involved in the construction of the ‘fused’ report is to have the system select those sentences which contain the relations represented in conceptual form, and ensure that no relation will be represented in more than one sentence within the final ‘fused’ document.
4. EVALUATION

Since Document Fusion is a relatively unexplored field, we have not yet encountered any data corpus which provides sample fused documents for clusters of input documents. The information fusion systems described in [13] and [7] use human assessors to evaluate their results. On the other hand, [1] evaluates only similarities found across different documents – this is done by comparing the similar relationships extracted by their system with those extracted by human judges.

To evaluate our approach to Document fusion, we decided to build a News Document Fusion system which will be available on the WWW. This Document Fusion system uses RSS feeds from different sources to download news reports as they are published. The downloaded reports would then be clustered together according to the event they are reporting. Document Fusion would then be applied on the documents within each cluster and the ‘fused’ document produced will be presented to the user on the WWW site.

To evaluate the Document Fusion system, each fused report on the WWW site will contain links to the original reports, as well as a form where each user can rate that fused report based on the inclusion of all the unique information found in the source reports and the inclusion only once of all the repeating information.

5. CONCLUSION AND FUTURE WORK

Although we do not yet have evaluation results for our system, we are optimistic that our approach is a promising one. The fact that our system is implemented using surface-level approaches only greatly expands the domain across which our system can be operated.

Moreover the representations we use in our approach simplifies the adaptation of our system to other purposes like Topic Tracking and Information Filtering. In fact, in the foreseeable future, we intend to adapt our approach to Topic Tracking and Information Filtering. We intend also to incorporate User Modelling so that a user will be shown a ‘fused’ report which suits that particular user – i.e. this ‘fused’ report will contain very few (if any) details on the information that the user already knows, and concentrates on the ‘new’ details which the user is still to learn about.
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ABSTRACT
The advent of the World-Wide Web brought with it a proliferation of information from e-mail, forums, chat, sites that rapidly led to information overload and a subsequent storage problem and maintenance on users’ personal computers. The desktop has become a repository of data that hosts various types of files. The recent massive increase in data has resulted in a continuous attempt to enhance our data organisation techniques and hence to the development of personal information management software.

In this paper we present an overview of data organisation techniques related to personal data management that have been an active research area for decades. We will look at how personal information managers handle different types of files, and abstract these file types into a single user interface. Despite their advanced user interfaces, we argue that traditional personal information managers tend to be very domain specific and lack in user adaptability. To address these limitations we propose a semantic desktop application that exploits the flexibility of semantic web technologies, and introduces the concept of a Personal Ontology to aid in data organisation and can be used by other desktop applications such as information retrieval and intelligent software agents.

1. INTRODUCTION
With the introduction of the PC, computers have moved from single purpose to multipurpose machines. Personal Computers are no longer only used to maintain a database or to run a payroll application. PCs have become an integral part of our daily life. On our PC we watch videos, play audio files, watch TV and store collections of music CDs that we used to place on a shelf. We can take, store and share digital photos. We can chat, write emails, maintain calendars and reminders and store our contact information list. Nowadays books are being stored in electronic format, libraries are becoming online bookstores, magazines and newspapers are being published digitally and huge collections of scientific papers and articles are accessible through the World Wide Web.

This popularity of the PC and the World Wide Web has exposed our machines to a huge amount of new data that needs to be stored, maintained and easily accessed. It is no longer a question of whether we have the information, it has become a question of how we are going to find the required information. Web search engines do the job very well but unfortunately their desktop counterparts are still quite limited. Documents on the desktop are not linked like web pages and thus algorithms such as PageRank cannot be used [3]. Ironically enough, in some cases one may find it more efficient to search for the information on the Web rather than on his or her own personal computer.

In the rest of the paper we will be discussing the organisation and retrieval of personal information. In Section 2 we will define what we mean by personal information, then we will discuss how we can manage personal information and finally we will give an overview of different types of personal information management software. In Section 3 we will proceed by proposing the Semantic Desktop, a system that semantically annotates the data on a user’s personal computer and, by using standard Semantic Web languages for information representation, creates a Personal Ontology. We will conclude the paper by discussing some possible environments where the Personal Ontology can be used.

2. PERSONAL INFORMATION
Personal information can be defined as data that a single user stores on his or her personal computer. This information can be of different types and we can produce a never ending list of information that can be classified as personal. To get an idea, such information might include;

- Calendar Entries such as birthdays, anniversaries, appointments, meetings and other significant dates,
- Email Repositories,
- Instant message archives,
- Contact information such as telephone numbers, mobile numbers and postal and email addresses,
- Files of various types such as documents, papers, photos, digital books, video clips and web pages,
• Various types of lists such as reminders, notes, bookmarks and RSS/Atom Feeds.

In the rest of this section we will discuss ways of how this personal information can be organised, in other words, personal information management. We will then give an overview of different applications that aid in personal information management, also known as personal information managers.

2.1 Personal Information Management

The area of personal information management has a long history composed of very interesting examples that helped in shaping today’s theories. Some even date back to the pre-computer area, such as the famous article “As we may think” [2] by Dr. V. Bush. In his article of 1945, Bush describes his visionary system, Memex, as

“a device in which an individual stores all his books, records, and communications, and which is mechanized so that it may be consulted with exceeding speed and flexibility. It is an enlarged intimate supplement to his memory.”

Although limited to only analog devices, Memex not only was able to store different types of mediums but it allowed searching to be performed in an associative matter, like the human mind. We can say that today we are very close to this kind of system since the computer can store and access many different types of files. Although memory is now becoming much more affordable, it is not feasible and not necessary for all the data to be stored on the same machine. Nowadays the web can be seen as a repository of data that extends our own storage space. Recent approaches to information retrieval and organisation such as [1] are based on this idea.

Despite the fact that our mind thinks in an associative manner, we cannot simply eliminate the traditional indexing and categorisation approach. This approach is the most widely used and over time it has proved itself to be very efficient and effective in many situations. For example one cannot question an indexing approach on a telephone directory or a categorisation approach on a web directory. However we might question other areas that we may take as obvious, such as, “Is a tree organisation the most suitable for a file structure?” and “Is a relational database an appropriate storage method for an email repository?”. We will discuss these issues in more detail in Section 3. We will now proceed by looking at some personal information managers that are widely used, and highlight similarities and possible improvements to these tools.

2.2 Personal Information Managers

Personal information managers, or PIMs, are tools that help users to store, maintain stores, search and retrieve personal information. In other words a personal information manager’s aim is to aid in the organisation and retrieval of data in a single user perspective. Typical challenges that personal information management software encounter are:

Huge amount of information, As we already discussed in Section 1, personal information managers typically deal with huge amount of information that we use everyday, being either information that we directly access, for example when reading an email, or information that is indirectly accessed by the application, for example when checking for new emails.

of different type and nature, Information does not only consist of different types of files but also databases, archives and online links. For a typical list of personal information that a user may regularly use one can refer to the beginning of this section.

coming from different sources The information may not only be stored on the computer’s hard drive but can also reside on network drives, servers, web pages or other online repositories.

As the amount of information that we deal with everyday is increasing, personal information managers are becoming more popular since they can minimise the burden from our memory. One can find applications of different flavours that target different types of users. Some users use a PIM for storage and retrieval of data. Others use it as a communication tool, to send emails, fax and instant massages. Others try to make their lives more organised by keeping important calendar dates, to-do lists and meeting reminders. In general we can categorise information management software as PC based, web based or PDA.

PC based packages are the oldest and typically tend to be the most feature oriented. Most consist of email programs, contact list, organisers and maybe a calendar. A typical and very widely used application is Microsoft Outlook [17], which packages many features under a single user interface. Other applications such as Lotus Notes [18] offer a networked flavour, typically more oriented for the business class. The application also includes an advanced semi-automatic meeting scheduler.

Web based solutions usually take an organisational approach and unlike the PC based applications lack the storage of large data. Typically these applications range from email clients to calendars and schedulers. Web applications offer the advantage of accessibility from any internet enabled machine, not only from the user’s personal computer. A typical example of a web based system is the relatively new Google services, which range from an email client, calendar, scheduler and a document editor.

Personal Digital Assistants, or PDAs, are mobile devices designed for being used as personal organisers. Their main merit is mobility, on the other hand, they usually lack in memory and their functionality depends very much on the operator’s connectivity. The functionality of PDA software is very similar to web based systems and typically includes a combination of email, calendar, reminder, address book and notes. An interesting, typical feature of PIM software on a PDA is that it can synchronise with other PIM software on a personal computer.

In general, these systems are targeted at different classes of users. The information structure and functions are built upon the targeted user’s needs, for example Microsoft Outlook is targeted for a typical home user that needs to access
mail and maybe keep a simple calendar of events. On the other hand Lotus Notes provides features that are more targeted for the business class of users, providing them with a more advanced meeting scheduler, email access over a networked environment and an advanced user profile system. In the next section we will argue that by focusing on the meaning of the data, rather than the user we can build an application that adapts itself according to the user’s needs.

3. THE SEMANTIC APPROACH

“The dream behind the Web is of a common information space in which we communicate by sharing information. Its universality is essential: the fact that a hypertext link can point to anything, be it personal, local or global, be it draft or highly polished. There was a second part of the dream, too, dependent on the Web being so generally used that it became a realistic mirror (or in fact the primary embodiment) of the ways in which we work and play and socialize. That was that once the state of our interactions was on line, we could then use computers to help us analyse it, make sense of what we are doing, where we individually fit in, and how we can better work together.” - Tim Berners-Lee [4]

That was the initial vision of Tim Berners-Lee, the creator of the World Wide Web as we know it today. However we can note that the second part of his dream is not yet achieved, and this is where we are moving to, the Semantic Web. He defines the Semantic Web as

“an extension of the current Web in which information is given well-defined meaning, better enabling computers and people to work in cooperation.” - Tim Berners-Lee [5]

In the rest of this section we will discuss how we can apply information management techniques and Semantic Web technologies to the personal computer in order to improve personal information management and collaboration.

3.1 A Semantic Desktop

Semantic desktop applications are quite innovative. The idea evolved from the vision of the Semantic Web itself. The semantic annotation of data on the desktop will allow for the integration of desktop applications with the Semantic Web. The personal computer, as a repository of data, can be seen as a small Web in itself. By annotating the data on the PC we will be placing the first building stone for the Semantic Web. Since the Semantic Web is still in its infancy, current semantic desktop applications are generally built for research purposes. Some of these applications include: Haystack system at MIT [6], Gnowsis system at DFKI [10], D-BIN by SEMEDIA [11], OpenIris by SRI [12] and Chandler system by the OSA foundation [13].

A typical semantic desktop application can be split into three main components, namely, the ontology, applications that create and maintain the ontology and applications that make use of the ontology. The foundation of the system is the ontology. This uses standard general purpose languages for information representation, such as RDF and OWL [14]. A typical ontology stores the semantic metadata of all the personal information of the user, thus in this paper we will refer to it as a Personal Ontology. The Personal Ontology consists of three levels. At its most basic state, the ontology describes the structure of basic file types. We can call this the Storage Ontology. The Preferences Ontology is used to store the user’s preferences and settings, which are not only used by the semantic desktop application but can be used by all other applications. The third level of the Personal Ontology is the Content Ontology and is used to describe the content of the files.

The second component of a Semantic Desktop system is a mechanism that modifies the underlying ontology. This will typically consist of several function specific applications, such as an email client, a file browser and a calendar. There are two approaches that one can take when developing a semantic application; the monopolistic approach and the integrative approach. In a monopolistic approach, the semantic desktop application will replace many existing applications and group all the functions into a single user interface. Although this method generally sounds neater, it requires the user to adapt to a new system. An example of such system is Haystack. The integrative approach, adapted by the Gnowsis application, will add extra functionality into the existing applications and make them interact with the ontology. This does not require the user to learn a new system and it can reduce the development effort. However such approach may be limited by the flexibility of the third party applications.

The ontology can be virtually composed of any type of personal information. It is the applications that create and maintain the ontology that limits the extent of the Personal Ontology. Different systems provide different sets of applications, depending on their scope and size of the project. Typical, basic functions that one will find present in almost all systems are emails, calendar events and browser cache. A common challenge in these systems is the annotation of the file system. The user spends considerable time building complex folder classification hierarchies thus it is of vital importance for the semantic desktop application to use this information. However the current operating systems lack the much needed support for file-handling event triggering. [3] proposes a similar application that uses an inotify enabled Linux kernel while [9] proposes a similar system on Windows. Having the Personal Ontology created and appropriately maintained, it will become a question of how the ontology can be used.

3.2 Using the Personal Ontology

We will proceed by identifying possible ways of utilising the Personal Ontology, most of which consist of quite novel research areas. Data organisation is the most obvious utilisation of the ontology, and is the main subject that we have discussed till now. The difference between a semantic desktop application and other personal information managers is that the semantic organiser can change the way of presenting the information to the user according to the information
itself. We can illustrate this by a simple scenario regarding the usage of contact information; in a company the manager will need to know detailed information about a contact such as the name and surname, telephone, fax and mobile numbers and email and postal addresses. On the other hand in personal contact list used only for telephone numbers the user might need to store the name and surname, or maybe a nickname, the telephone number and possibly a mobile number. As discussed in [7], by building the user interface upon the Storage Ontology, the user will be presented with only the required data.

A key element in every user adaptive system is the context information. The Personal Ontology can be an invaluable element for making an application user adaptive. Since the ontology uses standard semantic web languages, it can be accessed by any semantic web application, not just by the Semantic Desktop system. An approach that is quite new to desktop applications is the use of content ontology, partially described in [8]. The idea behind the Content Ontology is to semantically annotate the content of the files, especially documents and emails. The application will then be able to analyse the Content Ontology of different files and suggest possible relations between the files. While the Content Ontology can make the system more adaptive, the Preferences Ontology can make the system more adaptable and share a generalised set of user preferences between several applications.

As P.A. Chirita et al states, in [3], current approaches to desktop search, such as Google Desktop search [15] on Windows or Beagle [16] on Linux, do not include metadata in their system but only perform searching using regular text indexing. This causes such systems to perform poorly when compared to their web counterparts. The key element that makes web search systems very effective is the linking between the elements, which is virtually inexistent on current file systems. The Personal Ontology, especially if the Content Ontology level is implemented efficiently, could fill this gap. The document links can help to apply result ranking techniques [19] in desktop search algorithms.

The Social Semantic Desktop can be seen as a networked collection of Semantic Desktops. The idea is to create an environment where data and metadata can be easily shared between peers. Peers, or agents on personal computers, can collaborate together and form communities to exchange knowledge while reducing the time for users to filter and file the information [20]. The Semantic Desktop is one of the three main components of the Social Semantic Desktop. The Semantic Desktop system, in conjunction with Peer To Peer services, provides a mechanism for users to share their information. The third component, Social Software, maps the social connections between different people into the technical infrastructure.

Other systems use the ontology for more specific purposes. For example IRIS provides a Semantic Desktop interface that builds a desktop ontology which will be used as a learning environment for the CALO Cognitive Assistant project [22]. CALO, [21], is a personal assistant that learns by applying automated machine learning techniques on a user’s personal data.

4. CONCLUSION

In this paper we have presented techniques that can be used to semantically annotate personal information on a user’s personal computer, thus creating a Semantic Desktop. Having the data semantically annotated using standard Semantic Web languages make it possible for applications to integrate the desktop with the Semantic Web.

To conclude, we can say that the Semantic Desktop system goes beyond the purpose of data organisation. The Personal Ontology can be adopted and used for different purposes ranging from file organisation, to machine learning environments, to the creation of a large semantic network where both users and applications can reason about the shared knowledge.
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ABSTRACT

This is a near-finished paper to be presented in an international research conference.

Weak Bisimulation is a process calculus equivalence relation, applied for the verification of communicating concurrent systems [Miln 99]. In this paper we propose the application of Weak Bisimulation for Enterprise Application Integration verification. Formal verification is carried out by taking the system specification and design models of an integrated system and converting them into value passing CCS (Calculus of Communicating Systems) processes. If a Weak Bisimulation relation is found between the two models, then it could be concluded that the EI Architecture is a valid one.

The formal verification of an EI Architecture would give value to an EI project framework, allowing the challenge of cumbersome and complex testing typically faced by EI projects [Khan 05], to be alleviated, and thus increasing the possibility of a successful EI project, delivered on time and within the stipulated budgeted costs.

This paper shows the applicability of value passing CCS (or equivalent) formal notation to model the EI systems characteristics, as well as investigates into the computation complexity of available weak bisimulation algorithms, in order to analyze the applicability of this proposition in real life.

1. Background

In the process of searching for an Enterprise Integration (EI) specific framework to guide an integration team in the strategic implementation of an integrated IT landscape within and beyond the scope of a single enterprise, an extensive research in the following areas of Enterprise Integration was made:

- Integration and middleware technology [Cumns 02] [Linth 03] – for acquiring the understanding of the technological mechanisms that make systems integration possible.
- Standards [BPMI] [Linth 03] [OMG 04a] [OMG 04b] – to be aware of the agreed upon standards in order to work on their lines.
- Scientific foundation [Miln 99] [Press 96] [OMG 04b] – in order to be able to add value to the field of Enterprise Integration based on the concepts of Computer Science and Software Engineering.
- Challenges [Gar 01] [GB & Ruh 04] [Khan 05] [Linth 03] [Lubl & Far 02] [Mav 03] [Sif 01] – in order to locate those Enterprise Integration specific areas that need improvement.
- Methodology and Best Practices (Linthicum 2003) [Ruh et al 00] [Sif 01], [Schm 03] – in order to have the knowledge of existing improvement efforts and possibly build on them.

The industry research, made up mainly of compiled industry reports, articles [BIJ] [IntCons.] and literature [Burl 01] [Cumns 02] [GB & Ruh 04] [Linth 03] [Ruh et al 00], allowed the broad understanding of the current state of EI projects in industry; from the projects business drivers, technologies and methodologies being used, to the factors affecting the success of these projects. On the scientific level, the research investigated which areas of computer science and software engineering could be applied to EI projects, in order to improve the situation of this area. [Miln 99] [Press 96] [OMG 04b]

1.1 Software Engineering Principles

A sound software engineering framework is one that delivers high quality software deliverables on budget and on time. [Ghezz et al 02] [Press 96] [Somm 04] In the case of an EI-specific framework, it is being proposed that in addition this would be a framework that is targeted specifically at EI systems, that achieves the EI-specific goals and qualities, allowing the EI project challenges to be overcome, and thus maximizing the probability of success and avoiding project failures as identified in [Lubl & Far 02].

1.2 EI-specific Framework Value

The proposed value of an EI-specific Project Framework could be better explained in the following scenario: take a software project manager who has managed traditional software projects for some time, but is now faced with the challenge of setting up an EI project plan. He/she should be aware of the fact that managing an EI project, although still a software project, requires a specific management framework that is targeted specifically at EI systems, that achieves the EI-specific goals and qualities, allowing the EI project challenges to be overcome, and thus maximizing the probability of success and avoiding project failures as identified in [Lubl & Far 02].

1.3 EI Project Challenges, Goals and Qualities

Further to what was presented in [Gar 01], according to [Lubl & Far 02] and [Herr 04] the main challenges causing failure in EI Projects include:

- Lack of standard methodologies – so far only industry best practices and EI product specific methodologies were found.
- Lack of proper business process definitions – in fact many business models today exist only in the head of
departmental managers and at times these also conflict with the understanding of their colleagues.

- Lack of business units co-operation – In several cases, business units only communicate to put the blame on each other, and compete fiercely for company budgets. On the other hand, EI projects require full business unit co-operation.
- Implementation is more complex than expected – An EI implementation usually consists of several implementation technologies, packages from different vendors, multiple platforms and an unexpected number of interface links.
- Relying too much on integration technology for project success – Middleware technology in fact is only an enabler of integration implementation but far from being a complete software engineering tool.
- Lacking the proper integration team roles – EI projects, given their novel nature, are only seen by the IT department as just another IT project, and fail to re-organize the IT roles before the start of these projects.

[Ruh et al 00] compiled a list of goals and qualities that should be reached/exhibited by an EI-specific project framework. These are as follows:

**Goals**
- Ensure that the EI architecture and developed applications satisfy business needs
- Describe how to manage the EI process
- Describe how to work with legacy systems and packaged solutions to integrate them
- Provide guidance on technology selection and standardization
- Ensure that the methodology promotes reuse

**Qualities**
- Align IT with the enterprise business strategy
- Build on a solid enterprise architecture
- Leverage legacy and commercial software
- Focus on security

In addition to these goals and qualities, the main strategic business value of EI today is that of being an enabler of Business Process Management [McGov 01] [McGov 03] [Krish 04]. This point was taken into consideration and a decision was taken to focus on the Business Process Integration [GB and Ruh 04] type of integration, where the main focal points of integration are the business process and not the applications. Here, Application Integration is only a consequence of joining up the business processes, but not the main driver.

These goals and qualities along with the EI project challenges form the basis for the reasoning underlying an EI-specific framework.

### 1.4 Framework Building Blocks

The foundation of this framework is made up of building blocks from the fields of Computer Science, Software Engineering and Business Management. These building blocks are:

- **Value passing CCS** (Calculus of Communicating Systems) or equivalent Process Calculus – from the field of Computer Science that allows the mathematical modeling of communicating concurrent and mobile systems. [Miln 99] CCS allows the formal specification and reasoning of communicating concurrent systems. Its applicability to the EI domain is shown in section 3 of this paper.
- **Unified Modeling Language** (UML) – a software engineering tool allowing the modeling of software specification and design. [OMG 2004b] UML was chosen due to the wide adoption in the software engineering world and its OMG standard status.
- **Business Process Management** (BPM) – a business management discipline born out from Business Re-engineering that advocates end to end business process modeling, automation and their continuous monitoring and optimization. [Burl 01] This building block was made part of the project in order to be able address the goal of EI systems to be an enable to Business Process Management programmes.

This paper concerns only the application of the first building block: value passing CCS. More specifically, Weak Bisimulation, that is a binary relation on CCS processes [Miln 99], is being proposed as a possible tool for the verification of EI architectures.

### 1.5 Scope

The whole process required for completing the formal verification of an EI architecture is illustrated in figure 1, where the business process model defines the system specification and the EI Architecture is the system design that is verified against the business process model.

This paper shows the applicability of process calculus such as value passing CCS to the domain of EI, present a treatment of Weak Bisimulation and the possibilities this offers as a formal verification tool, and place the verification step within the context of an EI-specific framework. The formal specification and design, as well as an in-depth look at the verification process will be treated in subsequent papers.

---

**Figure 1 – EI Architecture verification process**
2. Formal EI Architecture Verification Proposition

Weak Bisimulation ($\approx$) is a process binary equivalence relation based on the equivalence of just the observable reactions between 2 processes. In other words, as long as the second process can match each observable reaction sequence of the first process and vice versa, the 2 processes are regarded as weak bisimilar, irrespective of their internal reactions. Thus Weak Bisimulation is also known as observation equivalence, with the processes in question regarded as black boxes.

[Miln 99] shows how the weak equivalence relation ($\approx$) could be used to prove that a particular system structure implements correctly a particular system definition. More specifically he showed the application of Weak Bisimulation as follows: System $\approx$ Specification.

Weak bisimulation is the chosen process equivalence relation for the fact that a system specification does not have as yet an internal structure and as a consequence, minimal internal reactions. Thus, this reasoning rules out both Structural Congruence ($\approx$) and Strong Bisimulation ($\approx$). Given that Weak Equivalence ($\approx$) is insensitive to both internal reactions and structure [Miln 99], it fits well the need of proving the correctness of the implementation of a system against its specification.

Applied to the domain of Enterprise Integration, or more specifically to the chosen Business Process Integration type of integration, this observation equivalence relation is being proposed to be applied as follows: -

Business Process Model $\approx$ EI Architecture

The Business Process Model defines the required business process flows to be automated by the underlying system, whilst the EI Architecture is the design of the EI system implementing the business flows. By mapping these models into value passing CCS processes, the equivalence between the Business Process Model and the EI architecture, could be formally verified by finding a Weak Bisimulation relation between these two processes.

3. EI systems characteristics

From the initial research underpinning this paper, the following architectural characteristics of EI systems stood out:

- Concurrent Systems [Cumns 02] [Linth 03]
- Business Process Modelling [GB and Ruh 04] [McGov01]
- Mobility [Smit and Fin 03]
- Security [Ruh 00]

The next four sub-sections introduce these characteristics and show how value passing CCS fairs, in modeling these characteristics.

3.1 Concurrent Systems

In EI architectures, concurrency is exhibited by the several applications, services and middleware executing in parallel, whilst messaging is the communication link between them. In Enterprise Integration, messaging is carried out by several middleware technologies that link applications together. [Linth 03] categorizes the middleware technology available today as follows:

- Remote Procedure Calls – this type of middleware allows a software process to make synchronous calls to remote processes. E.g. Java Remote Method Invocation (RMI) [JavaRMI]
- Message Oriented Middleware – this type of middleware is a queuing software that allows software processes to write and read messages to and from a queue. Communication between processes is asynchronous with guaranteed delivery. E.g. MQSeries. [IBMMQ]
- Distributed Object Transactions – this is a middleware infrastructure allowing the exposure of business logic making up applications, supported by a transactional platform. E.g. Component Object Model (COM) [Microsoft.com/com.] and Common Object Request Broker (CORBA) (CORBA)
- Database Oriented Middleware – this kind of middleware provides software processes with access to database servers. E.g. Open Database Connectivity (ODBC) [ODBC]
- Transaction Oriented Middleware – this type of middleware provides co-ordination of information movement and method sharing within the scope of a transaction. These are mainly to link legacy procedural applications to the transactional enterprise level. E.g. Tuxedo [Bea]

As defined by [Miln 99], value passing CCS – a formal way of modeling concurrent communicating systems, where variables are allowed along communication channels - is able to model concurrency and messaging, in the following ways:

Concurrency

Being an extension of the CCS (Calculus of Communicating Systems) [Miln 99] value passing CCS supports the modeling of concurrent processes with the construct $P ::= (P1 \mid P2)$, where processes $P1$ and $P2$ are parallel composed together.

Messaging

The following value passing CCS constructs support the modeling of messaging as represented in Business Process Models (Figure 2) and EI Architectures (Figure 3). Figure 4 shows how these are represented in value passing CCS.

Input channel - $x(y).P$, means input a name on channel $x$ by substituting with place holder $y$, and use the input in process $P$. In the EI scenario, $x$ can represent a listening port such as a web service. The name $y$ represents the place holder for an incoming message. Continuing on the example of a web service implementation, this incoming message can be an input XML (eXtendible Markup Language) document to the web service (a tagged data document), whose schema is referenced in the web service WSDL (Web Service Definition Language), which defined the interface of the particular web service.

Output Channel - $x <y>.P$ means output the name $y$ on the channel named $x$, and then do $P$. In previous the web service analogy, this represents the consumption of the web service.
service, where an XML document y is sent from the client application along channel x. In this case x is the TCP/IP based connection using the SOAP protocol.

Asynchronous Messaging

\[ P = new x(y) (P_1 | P_2 | P_3) \]

\[ P_1 = \tau \backslash x<y>.P_1 \]

\[ P_2 = x(w).\tau \backslash y<w>.P_2 \]

\[ P_3 = y(z).\tau.P_3 \]

Process P2 handles continuous asynchronous communication between processes P1 and P3. Even though the communication between P2 and the other processes is synchronous in terms of readiness of processes to be able to communicate between each other, process P2 provides the mechanism for asynchronous messaging between P1 and P3. In the above-simplified example, P2 models a messaging queue-like structure, allowing application P1 to asynchronously call P3 without blocking, even in cases when P3 is not ready to communicate.

3.2 Business Process Modeling

Business Process Modeling involves the modeling and documentation of the business process flows within an enterprise and is a main element of Business Process Management [Burl 01] [BPMI] [Smit & Fin 03]. EI systems are expected to serve as an infrastructure to these modeled processes, possibly by means of a Business Process Management System. [McGov 01]

CCS abstracts the notion of a process and is not specific to any particular software process living in a computer memory. Thus, it can be argued that CCS could also be suitable for modeling processes in the business sense. In the business context, we have business processes, embodying workflows, running in parallel communicating between each other inter-departmental and business to business (B2B) messages. In [Smit & Fin 03], Smith and Fingar elaborate in full detail of how Pi Calculus, an extension of CCS incorporating mobility, perfectly suits the modelling requirements of business processes.

As a matter fact, Process Calculi are already being applied to BPM for other reasons. The Business Process Modelling Notation (BPMN) adopted by the Business Process Management Initiative (BPMI) [BPMI] is fully based on Pi Calculus foundations; as is the Business Process Execution Language For Web Services (BPEL4WS) by Microsoft Corporation (Microsoft.com) and IBM [IBM] and the BPML (Business Process Modelling Language) by the BPMI.

3.3 Mobility

From personal experience in enterprise integration projects, the communication links between the nodes of an EI architecture (applications, services and middleware) are not of fixed nature but rather of a dynamic mobile nature, where communication channels are created, moved and destroyed. For example we have the scenarios where communication channels between two processes are created as in the discovery of a web service by UDDI (Universal Discovery Description and Integration) protocol [UDDI]. There are also situations of channel proliferation where for example an application server or middleware becomes unavailable. There
are also situations of pure mobility where a communication channel is relocated in the process space as in the scenario where a client application is instructed to start communication with an alternate server for example, for performance reasons or during a seamless, no down time, new application roll out.

Mobility in the context of business processes is reflected in the continuous change in business rules as a result of a Business Process Management Programme [Smith and Fingar, 2003]. An example is where in a move to eliminate bureaucracy an electronic components manufacturing company consolidates approvals of component designs in one department. In this case a link between the engineering department and the first auditing department in line, moves to a link with the newly created consolidated department.

Pi Calculus supports the modeling of process mobility by definition; in fact Pi Calculus was invented by the CCS to support mobility. Mobility is modeled in Pi Calculus by allowing names representing communicating channels to be themselves passed as messages along channels. [Miln 99]

Even though Pi Calculus would be required to model mobility, for the time being only value passing CCS is being considered in order to make the proposition of this verification tool clearer. Moreover, the researched Business Process Modeling Notation [BPMI] does not include the concept of mobility within the graphical notation; thus making value-passing CCS sufficient for formally representing business models built using this notation for the time being.

3.4 Security

Now that the applications have been ‘opened up’ in order to communicate possibly with the whole world, the issues of security breaches increase [Ruh, et al, 2000]. An improper security infrastructure can invalidate an otherwise well built integrated architecture. In fact the role of secure messaging increases immensely in such architectures. The importance of security in EI projects has already been identified in the Secure Application Integration Methodology by [Ruh et al 00].

The notion of restriction in CSS denoted by (new x) P means that x is for the exclusive use of P. A more specific example is P = new x (P1 | P2) which means that P1 and P2 communicate via a private channel x even when placed in the context of other concurrent processes having a channel with the same name [Miln 99]. This construct enables us to model secure communication channels in integrated architectures.

Having said that, this does not mean that by using the restriction construct, it means that model is definitely secure, it only specifies that the indicated channel of communication should be secured. A typical case where a secure channel does not imply complete overall security is shown in the following system: -

\[
\text{System} = \text{new} \ x \ (P1 \ | \ P2) \ | \ P3
\]

\[
P1 = x[outval] >
\]

\[
P2 = x[ival], y[ival] >
\]

\[
P3 = y[ival]
\]

Where even if P1 and P2 communicate via a secure channel, over which P3 can never interfere, it is still up to the implementation of P1 and P2 to ensure that any sensitive data is not passed on to P3. In the above example, P2 is sending the data received over the secure channel x to P3.

Still, having the individual processes formally defined, these can be individually formally verified in terms of system security.

4. Enterprise Architecture Verification

It is being proposed that CCS based verification occurs within an EI framework as follows.

Once the Business Process Model diagram (the system specification), and the EI architecture (system design) are produced, these are converted to CCS processes. This way the model passes from a semi-formal representation of the system to a formal one. If a Weak Bisimulation relation were found between the two processes, the EI architecture would be considered equivalent in behavior to the Business Process Model, and thus validated.

This verification step is carried out during the framework stage where the EI Architecture is completed and the lower level steps of design and implementation are about to start (Figure 5). Having the architecture validated at such an early stage maximises the success of the EI system by alleviating the challenge of EI testing as discussed in [Khan 05] and [Lubl & Far 02]

5. Practical applicability

In order for the proposed EI Architecture formal verification tool to be practical and usable in real world applications, the verification process must be automated, and the algorithm automating the process should do this in an efficient manner.

[Baier & Herm 99] explain that Weak Bisimulation can be decided in a time complexity of \(O(n^2)\), where n is the number of states, using a technique called the partitioning/splitter technique. Thus, using this algorithm, it is possible to efficiently decide a Weak Bisimulation between two processes given that:

1. We keep the number of states finite
2. Possibly minimizing the number of states

The first condition can only be adhered to by not using variables from infinite domains (the algorithm does not work on symbolic labeled transition systems). This might sound too restrictive at first, but if it is kept in mind that at this stage the system is simply being described rather than specified in terms computations, it can be viewed from a different aspect. For example, consider a task that receives an integer, and decides on two alternative flow branches based on the value of the integer received. In the system specification and design models, one simply needs to pass a boolean value based on the size of the integer. In this case, instead of using a variable from an infinite domain, one can use a variable from a finite one. The latter can be achieved by assuming synchronous parallelism as described in [Baier & Herm 99], and thus
avoiding a state size explosion when a system is made up of several parallel composed processes.

An alternate approach would be that of using a Weak Bisimulation algorithm that functions on symbolic transition systems, allowing the use of variables from an infinite domain. [Dovier et al.] present an efficient Bisimulation algorithm stating that is possible to port to the symbolic case.

The formal verification of the EI Architecture is proposed to give value to an EI-specific project framework, allowing the challenge of complex testing typically faced by EI projects, to be overcome by allowing the formal verification of the architecture, before development and testing starts.

Finally the paper also proposed a sound foundation for a way forward for a practical application of the proposition, by mechanically automating the verification process.

6. Conclusions

This paper attempts to show that the application of value passing CCS and Weak Bisimulation as a means of validating an EI Architecture against the Business Process Model is possible by the treatment of the mapping of Business Process Models and EI Architectures to value passing CCS processes. CCS is able to model the main features of EI systems; these being Concurrency, Business Process Modeling, and Security. On the other hand the Weak Bisimulation relation is an equivalence relation that is insensitive to internal structure and reaction. This enables the checking for an equivalence relation between the Business Process Model and the EI Architecture. Whilst Pi Calculus would be required to model the remaining EI characteristic, mobility, this is not considered for the time being since mainly since no Business Process Modeling Notation researched so far addresses mobility, and also for reasons of better focusing on the usage of the proposed formal verification system in real life.

The formal verification of the EI Architecture is proposed to give value to an EI-specific project framework, allowing the challenge of complex testing typically faced by EI projects, to be overcome by allowing the formal verification of the architecture, before development and testing starts.

Finally the paper also proposed a sound foundation for a way forward for a practical application of the proposition, by mechanically automating the verification process.
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Abstract

As the use of the internet for commercial purposes continues to grow, so do the number of security threats which attempt to disrupt online systems[1][8][9]. A number of these threats are in fact unintended[11]. For example, a careless employee might drop a cup of coffee onto essential equipment. However, when compared to the brick and mortar world, the internet offers would-be attackers a more anonymous environment in which to operate. Also, the free availability of hacking tools makes it possible even for the curious teenager to carry out dangerous attacks[3]. Despite this ever-present threat however, it is all too often the case that security is dealt with (if at all) after a web application has been developed[2]. This is mainly due to our software development heritage whereby companies prefer to focus on the functionality of new systems because that provides an immediate return on investment.

As a precursor to proposing an framework for building security into web applications, this paper presents an ontology of threat to web applications. The thinking behind this is that much the same as in the military world, one needs to have as much intelligence about the enemy as possible, the same can be argued in the case of online security threats.

1. Introduction

W. Edwards Deming stated several years ago that “the quality of a product is directly related to the quality of the process used to create it”[4]. Although Deming’s work involved production work during World War II, his statement holds true today when dealing with complex software systems. As part of a wider body of work dealing with the rapid development of high-quality e-commerce systems[6], the authors of this paper identified the five most important quality attributes in e-commerce systems of which the most important was deemed to be security[5].

Despite the importance of security, it is still often the case that high-profile breaches surface in the news with many more going unannounced[3][8][9]. It appears that development companies focus mostly on functionality when developing a system since this is perceived to provide an immediate return on investment. However, a study amongst 350 online shoppers, by the authors of this paper revealed that 86% of potential customers would not shop at a site if they were not confident in its security capabilities[5]. Also, 36% of online shoppers consider security considerations as the primary reason for choosing a brick and mortar store over an online equivalent[5]. This leads to the observation that web application developers are not really delivering a product of good quality when they concentrate on functionality, but rather they deliver one of perceived quality. The lack of focus on security throughout a web application’s development life cycle often leads to a vulnerable first release of that application[2]. Considering potential customers’ security awareness, this may prove to be a costly mistake.

Through research in psychology, it has been established that humans are able to handle large quantities of information much more efficiently if they are able to classify it into a manageable number of categories[15]. In light of this, the authors of this paper argue that managing thousands of security threats would be far easier if each threat could be seen within the context of a category of similar threats. Once a threat has been placed in this context, it is far easier to manage it by applying the same treatment that would be applied to similar threat albeit slightly tailored to any particular characteristics of the individual threat.

In this paper, it is being argued that there is a need for
2. Overview of the proposed ontology

At its highest level, the ontology consists of 6 components as shown in figure 1.

2.1 Identification Information

Every security threat needs to be identified. The identification information component of the proposed ontology provides for this. It is being proposed that threats be given a unique identifier (for use in database storage of information), a name, and a free text description. This is depicted in figure 2.

2.2 Active/Passive Threat

The second component of the proposed ontology seeks to indicate whether a threat is active or passive. An active threat is in essence an intentional threat by someone with malicious intentions. This may include a hacker intentionally trying to gain access to credit card information, a virus trying to corrupt your operating environment, and so on. On the other hand, a passive threat is unintentional. That is to say it happened by accident. Instances of unintentional threats may include dropping a coffee mug over a server, maintenance personnel disabling power lines to essential equipment, and so on.

2.3 Authorisation

The authorisation component seeks to identify what type of user would carry out a particular attack. Three possibilities exist and these are shown in figure 3. Firstly, a user could be authorised. This means that a user has been delegated rights in the environment, on a system, or on a network and chooses to abuse of these rights in carrying out an attack. The second possibility is that of an unauthorised users gaining access to the environment through some weakness and thus causing havoc on the system. Finally, there is also the possibility of an impersonation. An impersonator could be a user, hacker or even a computer program which manages to gain access by taking on the identity or rights of another authorised user.

2.4 Vulnerability Classes

The term vulnerability class refers to one of five classes which have been defined in this ontology as broadly covering all possible vulnerabilities which a security threat can exploit. Shown in the figure 4. As a minimum, a threat will have a primary vulnerability class assigned to it. This refers to the vulnerability which is most exploited by the threat. Should a threat exploit more than one vulnerability, there is the option to define additional secondary vulnerability classes.
A web application may be compromised by threats which exploit vulnerabilities relating to any one of the categories shown in figure 4. All too often, one may be lulled into a false sense of security by emphasising security against threats on one of the above-mentioned levels. For example, one could feel that using secure communications[12] is enough to ensure a particular application’s security. However, secure communications only assure privacy at the network level and a private web conversation with a hacker will not deter him/her from exploiting vulnerabilities of a different nature. The following is a brief discussion of the threat categories (sometimes referred to as levels) shown in figure 4.

At the physical level, one must ensure that the locations where hardware (be it for deployment or development purposes) resides are physically secured[16]. Any physical intrusion into such a location may result in interruption of service, stolen data, and so on. In such cases, intruders may not necessarily be outsiders but could also be insiders (e.g. disgruntled employees).

Another category of security threats involves exploiting vulnerabilities at the network level. Such threats attempt to manipulate shortcomings in communication protocols to disrupt service and/or gain access to private information. Appropriate actions must be taken to prevent this from happening[11].

The operating environment where a web application is hosted is also vulnerable to attacks. Vulnerabilities may be present in any components ranging from the operating system [17] to any other web-enabled component such as web server software, mail server software, and so on[18]. Again, one can easily imagine a scenario where an application is highly secured by developers, only to be breached by attacking its operating system instead of the application itself.

The category of application level threats refers to threats which exploit vulnerabilities within the web application itself. SQL injection attacks, cross-site scripting and authentication-related attacks are typical examples of threats which can be found at this level[14][19]. It is beyond the scope of this paper to explore the technical merits of such attacks.

Finally, one should discuss vulnerabilities at the human level of security. Such vulnerabilities involve trusted human beings knowingly or unknowingly enabling outsiders to breach a web application and access restricted data[20]. Numerous incidents have been reported whereby a technically secure web application was breached because an insider was tricked into revealing information such as their username and password (a technique commonly known as social engineering). An effective security policy must ensure that trusted users are in a position to repel any attempts made to use them as a weak point within the application’s security structure.

### 2.5 Damage

The damage component of the proposed ontology seeks to identify what sort of damage would be caused by the threat should it succeed in materialising. The following possibilities have been extracted from a US government report on information security risks[7]. Should new types of damage surface in future, these should be included in the ontology. A security threat can cause damage in one or more of the following categories:

- Disclosure of information
- Modification of information
- Destruction of information
- Degredation of service
- Denial of service
- Website defacement

### 2.6 Severity

The severity component gives an indication of the amount of harm and/or fallout which would result from the threat if it materialises. It is proposed that this information be categorised as low, medium or high. A low severity level indicates that the consequences of a materialisation of this threat would have little repercussion on the web application’s ability to keep functioning and on its reputation. An example of this might involve a relatively harmless adware program managing to install itself on a server. A threat with medium severity is one that causes a degradation in service without completely disabling the site or one that causes damage or loss which can be recovered. Examples might include minor website defacements, or loss of data which is regularly backed up and can thus be retrieved. Finally, a high severity level indicates threats which severely impinge on a web application’s stability and/or its users’ privacy and security. Examples include hackers gaining access to clients’ personal information, viruses corrupting or erasing data in such a way that it cannot be retrieved, and so on.
### 2.7 Recommended Actions

Finally, one should discuss the recommended actions component of the proposed ontology. This component has three sub-components as shown in figure 5.

![Figure 5. The Recommended Actions Component](image)

The preventive sub-component refers to actions which can be taken to prevent the treat from materialising. A list of generic actions such as deploy firewall solution, validate all application inputs, etc is defined but due to length restrictions cannot be included in this paper. Since preventive measures may sometimes fail, the ontology also seeks to define a list of detective actions. These actions/mechanisms will be put in place to detect the occurrence of a security threat. Finally, the proposed ontology defines a number of possible reactive actions which are to be taken in the case of a materialisation of a particular security threat. Again, a number of generic actions have been defined but cannot be included here.

### 3. Conclusion and Future Work

It is believed that the ontology proposed here will prove to be very useful once a sufficient number of threats have been defined and placed within it. Future work in this area will start off with this very task. However, the final aim of this line of work within the SEPI research group is to develop a multi-tier, multi-role security framework which will be developed. This framework will provide a process based way of securing web applications against security threats which are defined within the framework proposed in this paper.
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ABSTRACT
Forecasting is a very important tool in all aspects of human activity ranging from agriculture to medicine and from welfare to high finance. Certain processes, especially those arising from natural phenomena or human activity may be intrinsically deterministic but exhibit chaotic behaviour. This makes them difficult to model and forecast. A set of nonlinear time series statistical techniques based on dynamical systems theory [Kantz & Schreiber 97] may be used to make forecasts on such processes by exploiting relationships found in the measurements without having to create an explicit model. These techniques are also wholly dependent on computer automation because of the relatively higher volumes of data and computations. Although developments in computer systems and the increased availability of large volumes of data have increased the potential use of these techniques, there is still a relative lacuna in software supporting these techniques. A software application [Camilleri 06] was developed to promote the use of these techniques and help fill this lacuna through an approach which is different from the few other existing applications. The system was validated by detailed testing on sunspot activity data [SIDC 05] and compared favourably to those obtained in separate published studies [Tong 90][Kulkarni et al 98] using auto regression techniques and artificial neural networks.
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1. STATISTICAL METHODS FOR FORECASTING
Forecasting is an important tool in the hands of decision takers. Forecasting methods are usually based on determining a model of visible part of the phenomenon as it varies over time or a model of the underlying processes which contribute to the phenomenon. This model or set of models, once they are gradually refined until they can be considered as representative of the process under study. They can then be used to project the process into the future and generate forecasts.

Many phenomena are dependent on processes which are determinate in nature and lend themselves to such modeling and forecasts can be generated with varying degrees of success. The degree of accuracy depends on the predictability inherent in the underlying processes, the analytic techniques applied and the technology available. Statistical methods have long supplied various forecasting methods for both linear and non-linear processes. Several statistical techniques create models which represent the process in all the time steps e.g. autoregression, or different models for different phases of its evolution e.g. threshold autoregression. [Tong 90]

1.1 Chaotic Deterministic Systems
However certain nonlinear phenomena exhibit behaviour which is too chaotic for modelling and forecasting. These phenomena may be inherently deterministic but due to a large number of variables or noise in measurement they appear chaotic.

1.2 Dynamical Systems Theory
A set of techniques have been developed from the theory of dynamical systems [Kantz & Schreiber 97] have indicated potential in solving some of these data sets. The theory behind
these techniques is that although a chaotic process evolves over time in a manner which makes modelling difficult, it is still predictable in the initial time steps. It is possible to exploit this window of time to generate useful forecasts using data from prior time steps. It has also been shown that the way such a process will evolve beyond the current time step is dependent on the current state and a set of states prior to current one. In a cyclic process there may be several previous occurrences where the process was developing in the same manner as the current point in time. The basis of the forecast is in finding these similar prior evolutions and using the data about how they evolved in order to create a ‘projection’ into the future from the current time point.

1.3 Almost Model-Free Techniques
A subset of the techniques based on dynamical systems theory do away with the need to create a model of the process [Kantz & Schreiber 97]. Instead, the database of actual measurements is used as a basis for measuring predictability and for forecasting. This requires a higher order of computation and computing power. It also requires the determination of a set of parameters which define the number of measurements needed to compare past evolutions to the current state. A set of measurements related in time to the current point in time is identified and called a delay vector. The delay vector is compared to the database of past evolutions using one of a number of similarity techniques in order to find similar instances.

1.4 Phase Space Embedding
The process of finding similar evolutions in the past is made faster by translating the whole database of measurements into phase space i.e. the change occurring to the process is determined at each time step. Once this has been done the search for evolutions of the process similar to the current point in time is rendered much faster. This is called finding neighbours in phase space.

1.5 Finding the optimal dimension number and time delay
The construction of the delay vector is dependant on the number of elements or dimensions spaced by a time distance called the time delay. The dimension number and the time delay have a determining effect on the finding of neighbours in phase space (similar vectors in the database) and ultimately on the accuracy of the forecast. A number of techniques can be used to help find the optimal values for these parameters.

2. FORECASTING APPLICATION USING AMFSE
Although developments in computer systems and the increased availability of large volumes of data have increased the potential use of these techniques, there is still too little software supporting these techniques [Hegger et al. 99] [Belaire-Franch 02]. A software framework was developed [Camilleri 06] with the aim of

---

**Figure-1** Component Diagram of Main Module (detail), Internal and External Modules
implementing a subset of these techniques in a re-usable set of modules, with a graphical interface and other features useful to the analyst and the potential software developer. The software can be used as a standalone package, providing the data analyst with the tools required to run a forecasting session. The software may be extended with additional analytic modules. The potential also exists to embed the software (as a whole or in part) in other applications e.g. a demand planning system, in order to enhance the forecasting capability.

The software framework consists of a number of modules for the common tasks required for almost model-free forecasting using phase space embedding (AMFPSE). It incorporates the various analytic functions as well as a number of support modules into a single application that works as an integrated system to support the analytic process. A central or main module defines and initializes the main data structures required for the various operations. This main module interacts with the various modules by passing information via parameters as actual values or pointers to shared data structures. The other modules include the selection and loading of the data set into memory, transformation into phase space, searching for neighbours in phase space, forecasting, plotting of forecast data.

3. FORECASTING USING THE SOFTWARE
This software was tested [Camilleri 06] on a number of large volume data sets representing diverse phenomena showing nonlinear behavior. The data sets varied in predictability, and applicability of the software.

3.1 Using Software to Forecast Sunspot activity
The data set of greatest interest was the one which represented the amount of sunspot activity measured over a period of 250 years Figure -2. It is known that this phenomenon exhibits a 10-11 year cycle, however the amplitudes of the various cycles varies.

![Sunspot Activity Graph](image)
A set of forecasts using the software framework were carried out on monthly average sunspot activity data for two periods 1980-1987 and 1997-2004. The results were compared with the results available in two separate published texts namely [Tong 90] and [Kulkarni et al. 98].

[Tong 90], documents a set of forecasts for 1980 – 1987 using two different techniques i.e. linear autoregression (AR) by Subba Rao T. and Gabr M.M. 1984 and Self Exciting Threshold Autoregression (SETAR) by Tong H. and Lim K.S. 1981. The results of another forecast using a combined technique (AR and SETAR) by Tong et al. and another using SETAR by Ghaddar T.M. and Tong H. 1981 were also available in the same text. The second study [Kulkarni et al. 98], describes a set of forecasts for 1997-2004 based on artificial neural networks.

3.2 Years of Data used for the training set
The years of sunspot data used in the studies described in [Tong 90] varied because they were carried out at different points in time. Ideally one would compare results using the same basis years each time. However this would have entailed several repeat analyses. Such extensive testing was beyond the scope of this study. The validation of the software framework using these published data sets was not an attempt to outdo these results but to show that the software is adaptable to different domains and can achieve results which are at least comparable to those obtained using other techniques. The years used for the training sets in the second study [Kulkarni et al. 98] were the same as those used by the author with the software framework.

3.3 Optimization of Parameters using ‘hidden’ sets
In order to simulate real-life conditions, the forecasts using the software framework did not include the years being forecast in the training data during the parameter optimization process. Moreover a further set of hidden data was used to optimize the parameter set. This meant that the sunspot data set was separated into three sets each time:

- the training set used for optimizing the parameters
- the hidden set used for optimizing the parameter
- the ‘future’ set used for measuring the accuracy of the final forecast.

The initial training set for the 1980-1987 forecast was 1850-1974 and the parameters were optimized using 1975-1979 as the hidden set. This means that there was no information from the forecast years 1980-1987 which could bias the ‘optimization’ process. The initial training set for the 1997-2004 forecast was 1850-1991
and the parameters were optimized using 1992-1996 as the hidden set. The final forecast for 1997-2004 using the optimal or near optimal parameters used 1850-1996 in the training set.

3.4 Accuracy of final forecast
The final forecast for 1980-87 used the optimal or near optimal parameters obtained by training on the 1974-1979 hidden set. This time the 1850-1979 data was used in the training set. The forecast set was compared to the 1980-1987 data and the prediction error was calculated using RMSE and MSE. Similarly the final forecast for 1997-2004 used the optimal or near optimal parameters obtained by training on the 1992-1996 hidden set. The 1850-1996 was used in the training set. The forecast set was compared to the 1997-2004 data and the prediction error was calculated using RMSE and MSE.

3.5 Comparison of results of sunspot activity analyses
The following are the results of the various studies compared with those obtained by the software framework [Camilleri 06]. The prediction error is measured in both RMSE and MSE as the two sets of studies used either RMSE or MSE. In order to make it easier for referral to these studies both measures are included. Table -1 compares the results of the 1980-1987 forecasts in [Tong 90] with those obtained using the software framework.

Table -1 Comparison with sunspot predictions using autoregression – adapted from [Tong 90]

<table>
<thead>
<tr>
<th>Study</th>
<th>Technique</th>
<th>Years for optimization</th>
<th>MSE</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subba Rao T. and Gabr M.M. 1984</td>
<td>Linear Autoregression</td>
<td>1700-1920</td>
<td>222.4</td>
<td>14.9</td>
</tr>
<tr>
<td>Tong H. and Lim K.S. 1981</td>
<td>Self Exciting Threshold AutoRegressive</td>
<td>1700-1920</td>
<td>253.9</td>
<td>15.9</td>
</tr>
<tr>
<td>Tong et al</td>
<td>COMBINED (AR + SETAR)</td>
<td></td>
<td>237.9</td>
<td>15.4</td>
</tr>
<tr>
<td>This study</td>
<td>AMFPSE</td>
<td>1850-1974</td>
<td>227.2</td>
<td>15.1</td>
</tr>
<tr>
<td>Ghaddr T.M. and Tong H. 1981</td>
<td>SETAR</td>
<td>1700-1979</td>
<td>85.5</td>
<td>9.2</td>
</tr>
<tr>
<td></td>
<td>following modification (with bias correction)</td>
<td></td>
<td>50.5</td>
<td>7.1</td>
</tr>
<tr>
<td></td>
<td>(without bias correction)</td>
<td></td>
<td>55.5</td>
<td>7.4</td>
</tr>
</tbody>
</table>

Here, the framework compares well with the studies based on the older data sets i.e. 1700-1920 but is outdone by the more recent studies using data up to 1979. However a look at Figure-3\(^1\) shows how close the forecast set is to the actual set.

Figure-3 Forecast of Sunspot Numbers for 1980 – 1987
The software framework [Camilleri 06] was applied to forecast the 1997-2004 period in order to compare with the results obtained in the [Kulkarni et al. 98] study using the artificial neural network. This time the process of optimization gave five parameter sets with optimal performance when trained on the ‘hidden’ set. When used individually for the actual forecast their performance varied.

Presuming that the future values are not known the author’s solution was to average the forecasts obtained [Camilleri 06]. The result of the averaged forecasts (see Table-2) was in fact better than all the other results i.e. it yielded a RMSE of 9.0.

Table-2 Comparison with Neural Network [Kulkarni et al. 98]

<table>
<thead>
<tr>
<th>Study</th>
<th>Technique</th>
<th>Years used for Fitting</th>
<th>MSE</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kulkarni et Al 1998</td>
<td>Artificial Neural Network</td>
<td>1850-1997</td>
<td>323.35</td>
<td>17.98</td>
</tr>
<tr>
<td>This Study</td>
<td>AMFPSE</td>
<td>1850-1997</td>
<td>81.5</td>
<td>9.0</td>
</tr>
</tbody>
</table>

Figure-4\(^1\) shows visually that the behaviour of the actual sunspot activity is very closely reproduced by the software framework. The result may have improved over the previous study possibly due to:
- the averaging of forecasts of the optimal parameter sets
- the inclusion of more years data
- the fact that predictability improves over certain parts of the cycle.

\(^1\) Chart was obtained using a spreadsheet application
4. CONCLUSION
The results obtained compared favourably with the best results obtained in the studies using other techniques. This demonstrated that these techniques and the software developed could be applied to create accurate forecasts on a time series data with an underlying deterministic nature but exhibiting chaotic behaviour. One of the key factors was the number of cycles over which the process was sampled (22 in this case).
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Figure 4 Forecast of Sunspot Activity 1997-2004

The RMSE and MSE figures both give an indication of how close the forecasts are, however the charts demonstrate this much more clearly.

3.6 Forecast over a more extended period (25 years)
The same parameters and data set used for the 1980-1987 forecasts were then used to forecast a longer span of 25 years i.e. from 1980 – 2004. This yielded an MSE of 336 and a RMSE of 18.3 (see below and Appendix 18 for the list of forecast values). The graph shown in Figure-5 (obtained from the software framework) shows clearly how a fair degree of accuracy is maintained even over a more extended period. The 25 year subset shows clear differences from cycle to cycle which adds to the merit of these techniques.

Figure 5 Sunspot numbers forecast for 1980-2004 compared with actual

2 Chart was obtained using a spreadsheet application
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ABSTRACT
We tend to trust people, software or anything else around us through experience or through a recommendation from a trusted source. Web voyeurs have similarly envisaged the notion of software entities roaming over the World-Wide Web capable of trusting other similar entities. Ideally, Web agents would be able to distinguish and differentiate between sites, services and resources over the Internet that are reliable and worth the confidence accredited to them. In this paper we present several trust and policy frameworks built within the evolving agent mark-up languages in an attempt to encapsulate the Web in a new dimension of trust. Furthermore, we propose a novel mechanism that exploits existent policies, that govern servers and provide them with credentials responsible for their authentication, by extending the existent web site structure.
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1. INTRODUCTION
Trust is one word which is important to the greater part of humanity for whatever the scope, reason or context one applies it. Most often business, industry, academics and researchers place information and the divulgence of information as the centre point of all of their activities. This means that people for whom the evolution of means of communication and dissemination of information plays a central role for their operations and accomplishments, trust gains more significance. With the onset of more complex and demanding e-services in various fields, the concerns of security has become a reason for which many a brow will furrow. In a recent talk during a World-Wide Web Consortium [16] meeting in London, Sir Tim Berners Lee pointed out that People learn to trust through experience and through recommendation, and argues that a Web of trust would be not only safe for people to use and access but also for software which needs reliability and dependability when servicing user requests. The notion of having trustworthy web services such as active networks, mobile agents, etc. which thrive upon entire distributed networks of information and computation resources, is becoming more challenging as requests are becoming more complex and less trivial. The rest of the paper is organised as follows: In Section 2 we review how trust over the Web is currently being achieved through the use of a number of policy frameworks. In Section 3 we propose a model for building trust over the Semantic Web through the use of entities and adapting policies to govern those entities. The model described in Section 3 aims to empower users with creating their own policy frameworks, merging them with distributed authenticated systems which are essential components for achieving trust and ensuring security over the web. The last section of the paper describes the future implementation of the application and the extent of research needed in the field of trust and security over the World Wide Web.

2. TRUST OVER THE SEMANTIC WEB
The current web has no notion of entities or relationships between entities. Users browse the Internet finding information in the same document format, style and layout as they are used to handling. On the other hand, software agents whose role is to handle information and service requests by the users, have no means of parsing information from the traditional layout. For these agents to be able to crawl the web and service user requests, there needs to be defined a service-oriented architectural structure to represent data on the internet and the relations that different clusters of information display. The Semantic Web is a possible solution for this problem because it deals with the representation and aggregation of relationships between resources on the web.

One of the more important factors that tend to dissuade the community from the adoption of Semantic Web Applications is the notion of trust. At this present stage in the development of the Semantic Web we have produced languages (DAML + OIL, OWL[18] etc.) which are capable of representing information on the internet. Despite the richness of these languages we are still not able to describe relations like “I want to trust only papers written by professors who are still registered with a university and these papers must have been published less than five years ago”, or “Do not give information to users unless they can clear their identity as members of the university I am registered with”.

2.1 Introducing Trust
Research projects use the term trust to signify different meanings. The following is one such definition:

“Trust is a method of dealing with uncertainty; when dealing with independent agents, institutions or providers of resources (including knowledge), one trusts them if one accepts their characterisation of what they will do. Trust can be a moral notion (X trusts Y to act in Xs interests), or not (X trusts Y to perform some task T).” [12]

If one were to apply the above statement to the Semantic Web it would mean that a user (human or agent) has the capacity to trust other users, but that not every user can be trusted. In this paper we are defining trust as being either of two issues. The first is the issue of authenticating a person as being whom they claim to be. Trust can also be defined as being a measure of the degree of trust that a user attributes to another user in the context of a particular domain.

Most of these problems are not new to the internet. Projects such as the Microsoft .Net Passport[11] and OpenID[13] have provided solutions for possible distributed authentication infrastructures. On the other hand projects such as Foaf[6] have provided us with a means of adding our credentials in a machine readable format across the web.

2.2 Trust and Policy Frameworks
When the Semantic Web was first introduced in [1] one of the ideas which was put forward was that of having a web of correlated information from which software agents could acquire knowledge which they would eventually use to help the user for every day life service requests. In turn research projects have been making progress in trying to find solutions for various issues that this vision put forward. As a result of this, trust frameworks were developed by research groups and are now being used by developers researching the field of semantics in web applications.

The following section will give a brief description of few such projects.

2.2.1 Ponder
Ponder[3] is a distributed policy management system that was developed a few years back. This system was designed to allow users across the web to specify information (policies) about resources which would otherwise be impossible to define and enforce.

These specifications were recorded using what the authors referred to as policies. Ponder supports a number of policy specifications, including Authorisation policies, Obligation policies, Refrain policies, Delegation policies, Composite policies and Meta-policies. Each of these policies can have constraints applied to them. These policies are then applied to specific domains for which Ponder provides the authentication and trust reasoning engine.

2.2.2 P3P
P3P[17] is a project organised by the W3C[16] which is trying to provide a specification for an extension to the current web. This initiative aims at enabling web sites to store information about privacy policies which should be applied to them. This information is meant to be analysed and processed by agents that can use this information in the background on the user’s behalf, while he/she is browsing other web pages. Even though this information is meant to be used by agent software, this standard also caters for human users by presenting information in a reader-friendly way. Having agents process privacy preferences on behalf of the user will conveniently take the load off the user, relieving him/her of having to acknowledge every privacy policy for each individual page.

Numerous implementations of this standard have already been presented and can be found at the W3C web site[16].

2.2.3 KAoS
KAoS[2] is an open agent system that offers possible solutions to some of the problems that adversely affect agent architectures. In [15] the author writes about how KAoS policies can now be defined in OWL and gives a good description of how KAoS proposes to use a policy ontology termed the KAoS Policy Ontology (KPO). The KPO is then used as a base ontology to define ontologies that can represent statements like:

It is forbidden for employees of a company X or employees of a company Y to apply for this package.

The system that employs this policy can then use it to determine who is eligible to apply for the package in question and who is not. At runtime the system will then interact with users and once each user registers with the services, the site will be able to formulate who are employees of companies X and Y and determine what they can apply for.

KAoS can be said to be more agent oriented than others because it was designed with agents in mind rather than web users. It aims to provide agents (KAoS agents) with a roaming space intended for authenticating users when required and providing other services which the user might benefit from.

2.2.4 Rei
Rei[7] is another attempt to create a policy language. It provides an ontology which is used to define the policies in its engine. In the Me-Centric project[7], the author proposes a system whereby the use of policies defines a global perspective which is made up of domains and sub domains that can overlap each other. Similar to other projects, this project aims at making this web accessible not only to users but also to software agents.

The first problem that Rei tries to tackle is the fact that users who are not very technical find it hard to understand most policy languages. Therefore Rei is based on First-Order Logic (POL), which is not only easy for users to read but is also simple to translate to RDF or DAML + OIL. This
means that FOL language can be translated into a semantic language representation.

This system also provides a set of ontologies which are not domain specific so that whoever is writing his/her own policies can use these ready made concepts to create varied operations and functions such as setting of permissions, obligations, speech acts etc. It might be the case that a single domain might require more specific objects to be defined (such as person, readFile, deleteUser etc.) and properties associated with them (name, age, company, email), which is why Rei also supports the extension and definitions of its policy ontologies by the user.

The Me-Centric policy server stores all the policies that determine how entities are to be treated, while its domain server contains the information pertaining to various domains. The policy server can retrieve the policies of different domains and then use the domain server to map the domain specific names to the policies. When a user requests a speech act, the policy engine will determine the logic of this speech act and then will add the information it gathers to its knowledge base. These speech acts can be categorised in four different policies, delegate, revoke, cancel and request.

2.2.5 Rein
Rein[8] is a project that tries to extend on Rei by adding support for N3 logic reasoning. The target audience of Rein is the internet in general and it proposes a few twists to the structures seen so far. All the policy languages reviewed so far have defined their own structures (policy languages) in which policies should be defined (policy files, KAoS ontology, Rei Ontology etc.).

This methodology proposes the use of Rei ontologies to define the policies, but unlike other projects, it does not place strict rules to enforce which language is used to define these policies. It promotes the use of different policy languages and refers to policies written in these languages as Meta-Policies. It also takes advantage of various features of the Semantic Web, such as allowing an entity to be categorised by another entity, according to its definition. In such an eventuality the Rein engine will go to the desired URIs and collect the necessary information to complete the definition of the entity.

[9] gives the reader a good idea of how Rein can be used to deploy a domain with varied implementations of Rein and a variety of policies residing on each node. It also gives the reader a good insight as to how Rein ontology is defined and how the Rein engine works. [10] also discusses issues related to the implementation of Rein and adds a few more examples which provide a useful insight as to how a network using Rein policies should be constructed.

3. FROM WEB OF TRUST TO A SEMANTIC WEB OF TRUST
When one browses the web, he/she will encounter a number of pages which encapsulate certain unique features. Some sites propose mechanisms for the sharing and annotation of information (e.g. Flickr[5], Riya[14] etc.) or even community voting which can determine the trust level of a resource or user (e.g. ebay[4] etc.). In this paper we are proposing the construction of a mechanism which extends the current website structure by providing a direct feed to the user’s machine providing a diagrammatic representation of the policies that govern the currently viewed website. It is also a means of informing the client’s machine about how to provide its user’s credentials to the servers that are responsible for authentication. We are also proposing the extension of a typical web server allowing it to make use of a policy language such as Rein to define policies that will govern the specified domain and to provide a means of allowing the server to use distributed authentication.

Below is a diagram of how such a network would be setup and of how the user is expected to interact with the system.

![Network Setup Diagram](image1)

In the diagram above one can see all the major entities that partake in this system. At the back-end there is a server that will await requests from the client. Once the server receives a request it can make use of remote servers to authenticate the client and send an adequate response in return.

![Document Transfer Diagram](image2)
In Figure 2 the browser will display only items for which the user has credentials. Items for which no credentials are given will be automatically blocked. It also shows how the user can send his credentials to provide authentication for the blocked items.

This setup is quite often adopted by those who develop distributed authentication systems. What distinguishes this setup and makes it unique is the way the client and server communication is handled. When the client first requests information from a page the server will return and display the requested data. Along with this, the user will also receive a ‘feed’ that will inform the browser that the user was not authorised to view certain components because he/she did not fulfill the necessary policy requirements. The user will then be prompted by the browser to allow the use of credentials which would have already been inputted into the system in order to fulfill these requirements. Once this structure is in place, the system will know that this user can be trusted and that his/her credentials can be reused at a later stage if required.

The above proposition could offer a solution in terms of the server which would otherwise have to decide whether the user can be trusted or not. However this still does not solve the problem of how the user could gain the trust of other users viewing pages submitted by him/her. As a solution to this problem, we are proposing that the servers store the credentials within the policy feed attributed to this page, and that agents on the client-side will be able to process the requested information and make use of rules that the user would have defined beforehand to determine whether a site could be trustworthy or not.

Below is a typical example of how such a system could be used:

A user might log into his/her account on the University of Malta web server. His/her agent submits his credentials to the web server and this in turn keeps track of them. The user then decides to upload a paper about his main area of research. This paper is then forwarded to a board who is assigned to approve it. Once the document is approved, the user’s agent returns to the site and updates the credentials which are related to the paper and the policies governing it, thus including the fact that the document was accepted and published.

To extend this example let us consider the added circumstance during which, three other uses are roaming the net looking for papers in this same research area. Once the page is accessed by all three search agents, the privacy field embedded in the page will interoperate with these agents. User agent ‘A’ has a policy of not showing unpublished papers, whilst ‘B’ and ‘C’ lack this policy. When ‘A’ identifies that this paper has not yet been published it refuses to view the paper and informs the user that an unpublished paper was refused. User agents ‘B’ and ‘C’ try to access the paper but the paper requires that to view the paper, the users must be on the auditing board. User agent ‘B’ had been informed priori that its owner would be reviewing this paper, and sends over the necessary credentials. On the other hand user agent ‘C’ lacks this credential and sends a message to the user’s browser to ask the user to submit the necessary credentials if s/he intends to view this page. User ‘C’ then inputs an encrypted link to his board credentials and updates his public profile which his agent can then use to re-submit the credentials required to view this site.

### 3.1 Of entities and policies

In this paper we are proposing that web pages and the Internet should have a means of publishing or of enforcing a set of policies. In the example provided in section 3 we can notice that there are various entities and each have their own policies.

The following is a table listing the policies applied in the example found in section 3

<table>
<thead>
<tr>
<th>Entity</th>
<th>Policy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Web Page</td>
<td>Allow all</td>
</tr>
<tr>
<td>Paper</td>
<td>If user can be authenticated as being on the submission board</td>
</tr>
<tr>
<td>User Agent A</td>
<td>(After paper approved) Allow all</td>
</tr>
<tr>
<td>User Agent B</td>
<td>Allow all</td>
</tr>
<tr>
<td>User Agent C</td>
<td>Allow all</td>
</tr>
</tbody>
</table>

The following is a table listing the credentials found in the example found in Section 3

<table>
<thead>
<tr>
<th>Entity</th>
<th>Credentials</th>
</tr>
</thead>
<tbody>
<tr>
<td>Web Page</td>
<td>Credentials that point to author</td>
</tr>
<tr>
<td>Paper</td>
<td>Credentials that point to author</td>
</tr>
<tr>
<td>User Agent A</td>
<td>No Credentials in this example</td>
</tr>
<tr>
<td>User Agent B</td>
<td>Credentials to prove he/she is a board member</td>
</tr>
<tr>
<td>User Agent C</td>
<td>No Credentials</td>
</tr>
<tr>
<td></td>
<td>(After inputting credentials) Credentials to prove he/she is a board member</td>
</tr>
</tbody>
</table>

### 3.2 Empowering users

An important factor which is to be considered is that it will be hard for such a system to be adopted unless the users are able to migrate their current security structures and perform maintenance on them more efficiently. To assist users in overcoming this problem we are proposing that a browser extension for web authors be developed and that this be used for both testing and updating of the policy files. This extension should provide two different modes of use which are **browse mode** and **edit mode**.

When the user is viewing the page in browse mode the browser should be searching for policy feeds that web pages might be broadcasting and offer the necessary credentials to them accordingly, whilst still offering the user a chance to
replace these credentials with more specialised ones. If the browser cannot find the necessary credentials in the user’s profile, then a means of asking the user to input his authentication details should be provided.

In edit mode the browser should visualise the policy feed that the user is constructing, in a logical and intuitive structure. Making it easy to construct and view policy files is of great importance because it will be only the minority of users who are Semantic Web aware and capable of constructing complex policy structures manually. A visual aid, such as a graphical user interface, would help bridge this problem by providing the less technical users with an adequate mechanism enabling them avoid dealing with the back-end system whilst still being able to declare their own policies.

Using the structure discussed we would be empowering the less technical users (such as blog users or wiki editors) to declare their own policies and help them to implement a Semantic Web Policy Structure to limit access to the resources they publish on the internet. As for the users who are meant to access these web resources, they can use the simple interface provided by their browser to fulfill the requirements that the authors would have set and gain access to the services being broadcasted.

### 3.3 Distributed Authentication

Distributed authentication research projects have been undergoing development for a number of years. As a by-product of these research groups, products like OpenID[13], Microsoft .Net Passport[11] were developed.

Both of the projects mentioned above aim at offering the user a single sign-on structure. The .Net Passport framework provides a number of Microsoft-owned servers on which each user has an account. Using this infrastructure Microsoft are pushing forward the idea that a user should have the facility for logging into a website (e.g. logging into hotmail) and not needing to log into any other page including ones in separate domains. OpenID tries to push forward a similar concept by offering an infrastructure where the user need only have an account on one domain and should use this account to authenticate himself across the web.

These systems aim at providing solutions to the problems of authentication and trust. However not one of them provides a solution which could solve both of these problems.

The .Net Passport does not offer a real solution for trust problems because even though each user should be assigned a single user login on the internet, it promotes no means of understanding the user’s profile. For example if a user has a .Net Passport he/she can login using that passport and roam about on the internet using this credential, but if the user is publishing a paper to a website and this user has already submitted a number of publications before, the .Net Passport has no means of relating these publications.

OpenID on the other hand offers a structure that is not only a single login system but provides an infrastructure that can be used to identify a user as being a member of a certain domain for example, if one decides to submit a blog post on a blog hosted at www.myBlog.com, but his/her current blogging account is found at www.hisBlog.com, using OpenID the user can be allowed to log into hisBlog.com account and post a comment on someone else’s www.myBlog.com account. As the system logs the user and authenticates his credentials it is also giving access to the site’s security gateway. OpenID does not let you carry forth information about your account to use as credentials for trust algorithms. For example to make a distinction between two classes in a domain (e.g. a professor of science and a student of science) using OpenID, the only workaround to represent this difference is for the two classes to be assigned different domains to log into (e.g. student login student@student.cs.um.edu.mt, professor login professor@professor.cs.um.edu.mt). Although this work around does provide a rudimentary means of attributing trust, it can become very hard to manage, and will only allow the representation of very basic differences between the classes of users and more complex relations (such as number of publications, issued or amount of time dedicated to students a week). If the user were to write the policy files manually with no visual tool they would be next to impossible to keep track of. Policies would need to be amended every time a change in a user’s credentials occurs.

In this paper we are proposing a structure that can leverage the power of distributed login mechanisms with an added extension which integrates a trust framework into it. This would allow a user not only to authenticate himself/herself as being registered to a specific domain (like OpenID) but also to carry forward his/her credentials which can give him/her credibility over the web. Using Semantic Web technologies credentials can now be represented in a format that can be reasoned upon (such as rdf) and this can then be used as input for a trust engine (such as Rein) giving as a result the trustworthiness of a website or user.

### 4. FUTURE WORK

The application being described in this paper is currently still being developed. Further extensions to the mechanisms and structures mentioned above are still being refined.

In this paper we have also emphasised the concept that a ubiquitous security framework might not be the best way around providing security mechanisms. However more research is needed to devise a framework which could bridge the transfer of user credentials across domains using a predefined security standard, whilst still allowing the separate domains to make use their own means of authentication mechanisms.

Finally an idea which will need to be looked into further, is that of providing support for Semantic Web Services and Semantic Web Applications. As the web continues to progress, web services and web enabled applications are becoming ever more vital for the web and its users. Extending such a framework to support the use of policy feeds could provide these applications with a subsystem that caters for trust and authentication.
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ABSTRACT
When designing hardware systems, a variety of models and languages are available whose aim is to manage complexity by allowing specification of such systems at different abstraction levels. Languages such as Verilog and VHDL where designed with simulation in mind rather than synthesis and lack features such as parametrised complex circuit definitions, a must for the design of generic complex systems. A more modern approach is the use of functional languages for hardware description that take advantage of the inherent abstraction in this paradigm, resulting in a more concise and manageable description of the system. This paper gives an overview of different functional language implementations for hardware description, highlighting their historical significance in terms of their capabilities and design approach. We will compare and contrast different ways that certain features, such as circuit sharing, have been implemented in these.
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1. INTRODUCTION
When an electrical engineer needs to specify a complex system, he or she certainly does not specify the system by listing every single gate and connecting them. The usual techniques of modularity, re-use and abstraction are applied to improve both development time and also the quality of the final system. After specifying the system using some structural description, the engineer may want to perform actions on the circuit described:

- **Simulate the circuit.** At the very least the designer of the system would want to run a simulation of the circuit to observe its behaviour. This is also useful for testing the eventual circuit, where test cases are simulated on the circuit description and on the circuit proper.

- **Verify the circuit’s behaviour.** Ideally one should be able to run some model checking techniques to verify that the described circuit obeys from specification. Having this facility increases the confidence of the circuit and also helps in discovering certain obscure bugs early on prior to the expensive hardware realization process.

- **Gather knowledge about the circuit.** These are metrics on the circuit such as number of components or expected signal propagation delay. More complex things which are desirable are behavioural description of the circuit, and an analysis of non-functional aspects.

- **Netlist generation.** Eventually the circuit will need to be placed in hardware, and thus it is crucial that the original circuit description is translated to the gate level together with an unambiguous description of how the gates connect to each other (also known as the netlist). The more abstract the specification language and the more automatic the low level description generation, the easier it is for the systems designer. It is also assumed that the original semantic behaviour of the system is maintained when the netlist is generated.

- **Circuit Transformation.** It is also commonly desirable for the designer to be able to make changes to the original circuit specification or to the netlist. This could include changes in functionality or tweaking the circuit to decrease the number of required components. Changes could be the result of bug-fixing or to tailor the system for re-use. Automated circuit transformation would be highly desirable.

The first step to allow the above is to generate some language that is able to describe the final target system. Very popular languages are VHDL and Verilog [1]. These languages offer a variety of features such as allowing the user to specify the circuit using a structural description of the circuit, alternatively using a behavioural description of a circuit, efficiently simulating the target system, synthesizing the high-level description to hardware and being general enough to describe any hardware system. One thing that is immediately obvious when looking at VHDL and Verilog compilers it that a lot of work has been done on optimising
them for simulation. In turn this led to the situation that synthesis becomes a very difficult process and it is not uncommon that one specifies a system that behaves differently after synthesis [4]. One can still use the behavioural description for testing, yet it obviously is not an ideal scenario. In addition, it soon became apparent that certain circuits are very difficult to specify in either VHDL or Verilog. Earlier versions of VHDL did not allow one to define complex circuits which vary according to the definition’s parameter (for example a circuit which is made up of a number of components, the number of which is defined as a input parameter inside the circuit’s definition). More modern versions allow a very limited subset of these. In brief, while Verilog and VHDL are very successful tools, they do not lend themselves easily to higher-order descriptions when giving the structural description, thus limiting the amount of abstraction one can have. These higher-order descriptions are usually known as connection patterns and are functions that take other circuits as input parameters and whose outputs are generic patterns of the input circuits, for example rows, trees or arrays of circuits.

What we discuss in this document is an approach that has proved to be very successful in describing circuits at multiple levels of abstraction, while being able to maintain easy and automatic synthesis and simulation. We concentrate mainly on the structural description of circuits, even though we mention briefly some recent research work in terms of automatic synthesis of behavioural descriptions. Also we limit ourselves to describing synchronous systems, due to the fact that combinational circuits with feedback can only converge to a specific fixed output when taking into account low level propagation delay, something which one normally tries to abstract away from.

2. FUNCTIONAL HDLS

We will now discuss how the functional language paradigm has been used to allow the specification of hardware systems. This has been done using one of two approaches: the development of new functional languages or the use of existing languages and embedding these with hardware description capabilities.

2.1 Early Work

Following Backus’ Turing Award Paper in 1978, it was immediately obvious that descriptions of programs in functional languages tend to be concise and since abstraction is implicit in the model, it is an ideal platform for describing complex systems. In 1984, Sheeran [17] developed a variant of FP, $\mu$FP, and used it to describe the tally circuit. What is apparent is that the definition was much more understandable and concise than the same description in VHDL or Verilog (languages that had still to be created). One of the reasons is that the circuit was defined recursively, thus lending itself perfectly to the functional style of programming. In addition, such a concise description makes it easier to debug and to modify.

In $\mu$FP, circuits are defined in terms of built in connection patterns, i.e. functions that accept circuit descriptions as input parameters and connect these descriptions together depending on some other input parameters. The successor of $\mu$FP was Ruby [18]. In Ruby, while maintaining the concept of combinators, it looks at circuits as relations on streams. In other words, inputs and outputs are seen as a stream of data and circuits as the functions transforming them. This gives the advantage that components such as a delay can be easily specified.

2.2 Functional Embedded Languages

Early attempts to create functional hardware description languages (HDLs) concentrated on the creation of new languages that make use of the functional paradigm. Yet this entails the construction of compilers and interpreters for each new language and also does present the problem of deciding upon the syntax and semantics of each new in-built feature.

An alternative approach, is to embed a hardware description language in a generic host language. This allows one to make use of all the features of the host language, thus taking advantage of all the packages available for the host language, including compilers and debuggers. Another large advantage is that the written circuit descriptions are themselves objects within the host language and can thus be manipulated, inspected and transformed. To embed the new language, one usually creates new libraries to allow the description of hardware in the host language.

One the earliest attempts to create an embedded HDL was HDRE [12]. This was implemented in Daisy, a non-strict functional language. In HDRE, wires are treated as a stream of values using lists. One can then easily simulate the circuit by defining circuits as transformation functions on these lists. One can also synthesize the circuit’s definitions by having alternate values within the list and defining the circuits themselves as functions on lists of generic types. Depending on the type of values within the lists passed to the functions, one can evaluate (i.e. simulate) the circuit or one can generate a circuit description (i.e. netlist). This approach is called shallow embedding. A typical implementation within a Haskell-like language would be as follows:

```
type Signal = [Bit]
inv::Signal -> Signal
inv = map bit_invert
bit_invert::Bit -> Bit
bit_invert True = False
bit_invert False = True
```

Having a lazy programming language, one can also talk about infinite lists which allows any complex circuit to be specified, such as delay circuits whose delay is an input parameter. The biggest disadvantage with shallow embedding is that since circuits are programs within the language, they cannot be inspected and thus something simple like generating the number of gates in the target netlist is impossible.
2.3 Data Types and Deep Embedding

Instead of using lists of values, one can alternatively define circuit descriptions as values in a recursive data type. Then one can write functions that take these values and manipulate them. Thus the description given above would look as follows:

```haskell
data Signal = Inv Signal | Low | High | ...
inv :: Signal -> Signal
inv = Inv
```

We can also create functions that are able to evaluate a given circuit description, thus effectively simulate it. Additionally one can write a function to generate the symbolic interpretation of the circuit, thus resulting in the netlist (symbolic evaluation).

This approach has been taken by the majority of functional HDLs today. One the early implementations to make use of this approach was Hydra [14], a functional HDL implemented in Haskell and now used as a teaching language. In Hydra one still has to annotate the circuit descriptions when needing to generate the netlists. A follow up to this language is Lava [4], a language with a large suite of features including automatic synthesis of circuits in VHDL, specification of generic connection patterns, automatic verification of properties through the use of observers and an adequate model checking tool. Another embedded HDL within Haskell is Hawk [7]. Hawk’s main target is for modeling and simulating microprocessor architectures. Architectures can be described at the behavioural level. As Claessen notes in [4], it is very difficult to generate netlists from such a high level of abstraction. In Hawk, high-level components are used as elementary objects within the language and thus its very difficult to simplify these automatically to their gate-level counterparts. Another deeply-embedded HDL, this time within ACL2 is DE2 [9]. This language is mainly targeted towards rigorous hierarchical description and hierarchical verification of finite-state machines. Another variant is the modeling of streams within Daisy [10], a descendant of LISP, which can be used to model communication between self-timed communicating processes.

2.4 Haskell and Embedding

As one can see, Haskell is being used extensively for the use of embedding hardware description languages. One of the main reason for this is purely historical, in that the people working on embedded HDLs have been working closely with the Haskell development team. Yet arguably Haskell has got a very strong type system and is well renown for its elegance and clarity of syntax and semantics.

Other languages have also been used to embed within them HDLs, some with more success than others. There are several groups working on different languages yet one that seems very promising is the construction of an HDL within reF
c, a functional language based on ML [11]. Interestingly within such a language one can make use of shallow embedding and then use the reflection capabilities\(^2\) to manipulate the circuit functions, thus arbitrarily changing from shallow to deep embedding as required.

Deciding to embed within a host language does have its disadvantages, primarily that one has to live with limitations of a generic language that was not designed primarily as an HDL. Within Haskell, one cannot define types that can also be given the allowed size of the type. These are known as sized types. Certain circuits makes certain assumptions on their input and output types and thus it would be desirable to be able to talk about type sizes within Haskell. Additionally as noted in [4], it would be helpful if Haskell was able to distinguish easily\(^3\) between parameters to circuit descriptions, at the very least between the inputs and outputs signals.

3. OUTPUT SHARING AND FEEDBACK

It is obvious that one inherits a lot of advantages when making use of a functional language for hardware description. One major feature is referential transparency whereby any expression will always yield the same result for the same arguments, a property which is assumed in hardware and subsequently components are seen as functional elements. In functional languages, referential transparency is a result of lambda beta reduction, whereby evaluation becomes a simple exercise of argument replacement. Unfortunately this hides away context and does not allow us to refer to internal components form other parts of the program.

Consider Figure 1 that depicts two typical circuits made up of several components. When describing the first in a Haskell-like Language, one would use:

```haskell
circuit_i :: Signal -> Signal -> Signal
let interm = f in1 in2
in g interm interm
```

While this definition might look strange, we know it will behave correctly precisely because of referential transparency whereby the evaluation of \(g\) is applied to two separate evaluations of \(interm\). Yet this evaluation strategy leads us to the realization that circuit (ii) cannot possibly be described since \(f\) would have to be evaluated twice. Implementing the second circuit as follows, clearly highlights the resulting similarity between the first and second circuits.

```haskell
circuit_ii :: Signal -> Signal -> (Signal, Signal)
circuit_ii in1 in2 =
  let interm = f in1 in2
  in (g1 interm, g2 interm)
```

While this has no effect on its behavioural semantics (thus its simulation), it does have a huge effect when this circuit is realised in hardware. Since the above naive description of this circuit will result in two separate and identical implementations of \(f\), this will result in a larger number of components than is strictly required.

\(^2\)ref\textsuperscript{\textregistered}\textsuperscript{2}\textregistered\textsuperscript{\textregistered} is able to reason and manipulate about the programs written within it, using quote and unquote operators

\(^3\)Note that this is possible in Haskell as shown in Wired, yet the techniques used are not straightforward
Figure 1: Typical circuits. (i) makes use of two identical circuits while (ii) shares the output of one single circuit.

Figure 2: Circuit containing feedback. This circuit will alternate from true to false with every clock cycle, initiated by a true input.

The situation worsens when one has feedback loops, a common occurrence in real circuits. Consider Figure 2 where we have a typical circuit that inverts its output per cycle. It is made up of an OR gate, a latch (a component that delays its input by one clock cycle) and an inverter. At first glance, one would implement such a circuit using the following code:

```plaintext
circuit::Signal circuit inp =
    let out = inv (latch (or (inp,out) ))
in out
```

Unfortunately when trying to generate the netlist of this circuit, a functional language compiler would try to expand the `out` argument in the second line, whose evaluation depends on the value of `out` again within the OR gate. This cyclic dependency has no terminating condition, and thus would be expanded until there is no more working stack space.

Such a terminating condition can only be found if the HDL in its execution trace can recognise components that it has already visited. Such a clause would also facilitate wire sharing as demonstrated in the beginning of this section. Note that through the use of shallow embedding and functional laziness, one can solve very nicely these problems, yet as noted before, shallow embedding does not allow us to analyse the circuit description within the program.

### 3.1 Wire Forking

One solution we can envisage is the use of a circuit that explicitly represents the forking of a particular output wire (see Figure 1(ii)). The semantics of this `fork` circuit is that an input wire is connected to this circuit that outputs two or more wires containing a copy of the input wire. This circuit can then be translated in the netlist generation to the diagram shown in the figure. This approach has several drawbacks, most importantly that the use will have to explicitly make use of this `fork` circuit to assemble the circuits. In addition, we cannot envisage how this can solve the problem of feedback loops.

### 3.2 Explicit Naming

A better solution is to give a component an explicit name. This name will then be used when generating the description of the circuit. By storing the names of symbolically evaluated components and not evaluating already seen components, one can avoid having infinite recursion loops. A naive implementation would simply keep a list of names of evaluated components, and then traverse this list for every component that has to be evaluated. When implemented within a lazy functional language, making use of certain techniques that delay evaluation to the last possible moment can speed up evaluation considerably [8].

This approach was implemented in Hydra and proposed by O’Donnell in [13]. The code for the inverter circuit would now look as follows, where the inverter has been given an explicit name.

```plaintext
circuit::Signal circuit inp =
    let out = inv Name1 (latch (or (inp,out) ))
in out
```

This code would not generate an infinite description since `Name1` will only be evaluated once. Another advantage of this approach is that the explicit name can be carried on all the way to the netlist generation, thus having a reference to the top-level design, aiding in debugging. Yet a major drawback is that it relies on the user to keep track of component names. While this might be a trivial task, it does tend to increase the possibility of error. One alternate approach is to make use of the `fork` approach mentioned above and one just explicitly names the fork components, thus reducing the management overhead required.

### 3.3 Monadic State

In traditional imperative languages, one makes use of variables to store data that will be needed by subsequent computations. In functional languages, one makes use of state monads to store some data through some computation [20]. In the first version of Lava [16], monads were used to hide away the details of components that have already been evaluated and need to be re-used. Using this method, a circuit identifier can be created automatically. While this approach does away with the user having to specify the names for components, it does require the user to use special operators and ways of programming that tend to quickly make the
code unreadable. In addition, to express feedback loops one needs to make use of some very nasty looking definitions.

3.4 Non-updateable references
Another approach proposed by Claessen and used in the latest version of Lava [6] is the use of non-updateable references resulting in observable sharing. Here the problem of sharing of wires is solved through the use of references, very similar to pointers in C. By allowing references to circuits and then evaluating reference equality, sharing can be easily implemented transparently from the user. In addition, both circuits shown in Figure 1 can be easily specified. Thus from the user’s point of view, the only significant change is the types of the arguments to circuits.

The introduction of references in a functional language means that referential transparency is not upheld and one could also end up with side-effects. In Lava, the impact is limited by enforcing the references to be read-only. Underneath the hood, observable sharing is achieved without resorting to changes in the compiler by taking advantage of compilers that automatically evaluate an expression only once when this is repeated5.

4. RECENT DEVELOPMENTS
One major drawback of functional embedded languages is that due to their abstraction mechanism, they are unable to describe non-functional aspects. In other words, while they are able to describe the components of the circuits (that contribute to the function of the circuits), an engineer might want to describe the components’ eventual placement, how they are connected in terms of distance of wiring, etc. As importantly, before burning to hardware, the wires and the area configuration needs to be analysed since it has a direct impact on the cost of production. The reason why the description of non-functional aspects is difficult in functional HDLs is that it would require descriptions that cannot be evaluated, thus breaking the abstraction levels. Wired [2] is an extension to Lava where the placement of wires in the final circuit can be specified within the language. A series of operators are provided, with which one can connect different components together and specify their relative placement. One can also analyse the eventual space requirements and also power consumption. This approach has also been applied by Taha [19] where in their implementation, two specifications for the generation of the circuit are given. One specification talks about the circuit itself and the other specifies domain-specific optimizations targeted at the circuit generated. This approach avoids the transformation of circuits after they have been generated. Note that when using VHDL or Verilog, one specifies these aspects by using a different specification language than is used to describe the circuit. Yet this just adds another layer which the use has to manually correlate. As of yet, the problem of the complete specification of these aspects in a functional way has not been solved.

In our discussion, we have been mainly concerned with functional HDLs that can describe circuits by using a structural language, normally embedded within a functional language. In 2002, Claessen and Pace [5], showed a technique that allows the specification of a circuit using a behavioural description language. By embedding the behavioural language syntax using data types (very much like HDLs are embedded), one can specify the semantics of the language syntax in terms of other circuits (thus defining its semantics). Furthermore, by making use of the netlist generation mechanism within the HDL, one can easily also automatically synthesize the behavioural description. By making use of previously mentioned techniques, one can also verify properties about the behavioural program. In 2005, Claessen and Pace [15], also showed how one can verify properties about the compilation process itself. At time of writing, the authors of this paper are currently working on implementing an industry standard language, Esterel[3], into Lava allowing complex behavioural programs to be specified while also guaranteeing the semantics during compilation.

5. CONCLUSION
Hardware systems are ever increasing in complexity, and are placing large demands on the hardware designer, both in terms of development time and complexity management. To solve these problems, the standard approach is to use different levels of abstraction and then map each layer to the one underneath. This was the approach taken with VHDL and Verilog, even though the mapping between some levels was not automatic and rarely dependable. Another approach is the use of hardware description languages that make use of functional programming paradigm, viewing circuits as maps between the inputs to the outputs. The main advantage of this paradigm is that abstraction is an implicit concept.

In this paper we have seen an overview of several functional HDLs in terms of their historical development. According to our opinion, the most advanced functional HDL to date is Lava with all its supporting libraries, automatic synthesis of circuits and automatic verification capabilities. We have also investigated a small selection of hardware characteristics that tend to be incompatible with the functional way of programming, namely circuits containing feedback and non-functional specification of circuits. We saw how these two characteristics have been recently tackled. We envisage several other approaches will arise in the near future since a lot of ongoing work is being done to solve these problems.
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ABSTRACT
Previous work on spatio-temporal analysis of news items and other documents has largely focused on broad categorization of small text collections by region or country. A system for large-scale spatio-temporal analysis of online news media and blogs is presented, together with an analysis of global news media coverage over a nine year period. We demonstrate the benefits of using a hierarchical geospatial database to disambiguate between geographical named entities, and provide results for an extremely fine-grained analysis of news items. Aggregate maps of media attention for particular places around the world are compared with geographical and socio-economic data. Our analysis suggests that GDP per capita is the best indicator for media attention.
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1. INTRODUCTION
Online news and, more recently, blogs, are increasingly becoming one of the most popular destinations for Internet users, slowly increasing their influence to levels approaching those of traditional media [1]. Media attention and popular attention shifts continuously as new events happen in the world. Generally, media attention influences popular attention, although the reverse also occurs to a lesser degree. Attention in this context can be conveniently defined as the number of documents on a given subject, which is the same definition used by Zuckerman in his seminal paper on Media Attention profiles [5].

Existing news and blogs classification systems such as Google News and Blog Pulse usually focus on topic classification or keyword frequency tracking over time [6,7]. Previous work on georeferencing texts with a geospatial aware NER system has addressed the issues of spatial grounding of geographical entities and geographical name disambiguation [9,10,11,12,13] utilizing input from text analysis or Internet IP and DNS data [14]. However, almost none of these systems have comprehensively accounted for the temporal aspect associated with geographical named entities. This work (partly supported by EPSRC grant EP/C536762/1 and a small grant from Linguamine) presents a system, cpGeo, which analyses mentions of different geographical locations over time in news texts and blogs, creating real-time maps of shifting attention profiles that are convenient for highlighting current hot spots and determining what places capture the most attention in the world over time. Our interest is to find a set of indicators that are indicative of the level of attention enjoyed by different places in the world, and hence, the people living at those places.

2. ANALYSIS SYSTEM
The spatio-temporal analysis system, called cpGeo, is made up of five components (a high-performance web crawler, distributed storage, knowledge extraction, geospatial processor and data mining system) that allow download and analyze millions of items in a highly scaleable manner and generate summary reports.

cpGeo currently downloads between 18,000 to 21,000 news items every day from around 6,000 sources. Our level of coverage is rapidly approaching 100% of all online news published on the internet everyday. In order to have adequate coverage of news from earlier years, we supplemented the news through the LDC English Gigaword corpus [14]. Blog entries are also being downloaded at a rate of around 156,000 blog items a day from around 90,000 authors. The cpGeo knowledge extraction subsystem performs various tasks related to basic text document processing and knowledge extraction. Documents are indexed and processed through a custom-built multiple document summarisation system that automatically detects document duplicates and merges highly similar documents together. Named entities and related events are identified and extracted to a temporal database. The geospatial processor identifies and disambiguates references to geographical locations around the world, and can produce graphical GIS-like presentations of its output results. The clustering and data mining system, utilizes a multivariate cluster analysis technique with an integrated rule learning model [18,19,20] and a small database of world knowledge that is used to interpret results correctly.

3. GEOSPATIAL PROCESSING
The cpGeo geospatial processor has three main components namely, the Multilingual Geospatial Database, a Multilingual Geographical Named Entity Recognizer (GNER) and a Disambiguation Module. The database has entries in 139 different languages and 3 main hierarchical levels covering 251 countries, 4,815 administrative regions and 7,574,966 individual place names and features. The database allows us to take into account the element of time and the fact that place names sometimes change over time.

Figure 1 shows the spatial database coverage, with shaded regions representing recognized geographical locations in the world. Some regions have lower coverage density (this is for
example apparent for India, which has high population density but lower coverage in the spatial database).

The geospatial database also contains additional information such as the latitude and longitude using the WGS84 geodetic reference system, feature type (populated place, street, etc.), relative importance, and aliases. The GNER uses the feature type information to determine the reliability of entries in the geospatial database, making it possible to identify, for example that “Lascaux”, “Lascaux Cave”, “Cave of Lascaux”, and “La Grotte de Lascaux” refer to the same location. The GNER also has a geographic anaphora resolver, enabling it to know, for example, that “Bay Area” is referring to “San Francisco Bay Area”.

Surprisingly, there are many duplicated place names in the world (around 10% to 25% of all place names have some duplicate elsewhere, depending upon the region or country). The GNER uses a mixture of heuristics and statistics to successfully disambiguate between duplicates. Geographical proximity and relative importance of other place names mentioned in the same context are considered in the disambiguation process.

The GNER also uses the knowledge extraction system to determine whether ambiguous names should be classified as person names or place names (e.g. to determine whether “Washington” is referring to the city, state or surname), enabling it to successfully resolve ambiguities in over 98% of cases. cpGeo achieved an F-measure of 0.9965 compared to 0.904 for the Perseus system [13].

4. EVALUATION AND RESULTS
We have evaluated the cpGeo system on our main news items database spanning from 1994 to 2005 (a total of 4,197 days). On average, every day had mentions of around 500 unique location names with 16,500 mentions of geographical named entities. Figure 2 shows the output of the system for 1 January 2000. Generally, when viewed on a global scale, the map changes slowly, although spikes and changes occur rapidly on local scales. The cpGeo system also keeps aggregate statistics of all place names mentioned together with their frequency, thus building up a map that indicates the regions in the world that are receiving the most media attention (as shown in Figure 3). In the United States it is apparent that North-East states receive more attention than other states, with the exception of California. In Europe, the UK and Belgium also receive more attention, while in Asia, Japan gets mentioned most frequently (with China catching up).

The aggregate maps can be useful in predicting the background level of attention that a particular region usually receives, providing better means of identifying spikes and anomalies instead of using simple threshold or rate increase methods. Aggregate maps represent a probability density function for the amount of news coverage likely to occur at any particular location in the world.

Our results show that the top 80 mentioned place names consistently dominate the daily global news, generating more than 50% of all mentions on average. The top 3 daily place names generate around 11% of all mentions in the news.

Various statistical indicators were examined in an attempt to find correlations between statistical indicators and the cpGeo media attention ratings, with Number of Unresolved International Disputes, GDP Per Capita, and Number of Internet Users being the top three indicators that correlate with media coverage with GDP per capita being the most significant indicator of media attention.

The clustering system also produced 26 distinct clusters of countries based on these indicators, showing that for poorer countries, the secondary determining indicator for media attention is their number of disputes, while for richer countries the secondary determining factor is the number of Internet users. Thus, poorer countries are often in the news whenever they are involved in some armed conflict or dispute, and are most likely to be portrayed in a negative fashion.

The cpGeo system results also show that certain countries are abnormally represented in the media and blogs. The top 5 most over-represented countries in the world (with respect to their population levels) are the Holy See (Vatican), Monaco, Liechtenstein, Iceland and Luxembourg while the bottom 5 most under-represented countries are India, China, Brazil, Indonesia and Pakistan. There is a huge disparity between the top and bottom countries, for example, each Liechtenstein citizen gets the same average media coverage equivalent to 4,800 Pakistanis.
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ABSTRACT
For the classical statistical classification algorithms the probability distribution models are known. However, in many real life applications, such as speech recognition, there is not enough information about the probability distribution function. This is a very common scenario and poses a very serious restriction in classification. Support Vector Machines (SVMs) can help in such situations because they are distribution free algorithms that originated from statistical learning theory and Structural Risk Minimization (SRM). In the most basic approach SVMs use linearly separating Hyperplanes to create classification with maximal margins.

However in application, the classification problem requires a constrained nonlinear approach to be taken during the learning stages, and a quadratic problem has to be solved. For the case where the classes cannot be linearly separable due to overlap, the SVM algorithm will transform the original input space into a higher dimensional feature space, where the new features are potentially linearly separable. In this paper we present a study on the performance of these classifiers when applied to speech classification and provide computational results on phonemes from the TIMIT database.
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1. INTRODUCTION
In many practical learning algorithms we find many difficulties which manifest themselves in misclassifications during the learning phases[1]. Some of these complications are:
(i) The inefficiency of the learning algorithm itself, for example, the convergence to a local minima in gradient-descent based algorithms.
(ii) The size of the hypothesis that can become very large, thus requiring a large computational time making the solution impractical.
(iii) The available training set can be small. In this case the hypothesis class will become too rich, which leads to overfitting and hence poor generalization performance.
(iv) For a multidimensional search space, the learning algorithm requires a large number of parameters to be tuned, making the system difficult to use.

Support Vector Machines are learning systems that utilize a hypothesis space of linear functions in the implicitly defined feature space, trained using an algorithm from optimization theory that calculates a learning bias resulting from the statistical learning theory. The use of a kernel function ensures that the high dimensional feature space is used efficiently. The overfitting problem in the high dimensional feature space requires a learning bias which can be derived from the statistical learning theory. Optimization theory provides a clear characterization of the properties of the solution which leads to the implementation of efficient learning algorithms and makes sure that the hypothesis is represented in compact form. The convex learning bias will also ensure that local minima are not present so a solution can always be found efficiently even for training sets with thousands of examples[1].

The structure of this paper is as follows: In section 2 we present the theory behind the linear Support Vector Machine. This is followed by the concepts of the nonlinear Support Vector Machine in section 3. Finally sections 4 and 5 present some experimental results and a conclusion respectively.

2. LINEAR SVM
The reason behind using Support Vector Machines for classification is to find an efficient way of learning by separating Hyperplanes in the high dimensional feature space. The Hyperplanes must optimize the generalization bounds and the learning algorithm must be capable of dealing with thousands of training examples. The generalization theory gives a clear set of instructions on how to prevent overfitting by controlling the Hyperplane margin measures. Optimization theory can then be applied to give the necessary mathematical analysis to find the Hyperplanes which optimize these measures.

The Maximal Margin Classifier is the simplest Support Vector Machine[1]. It is based on the linear separability of the data in the high dimensional feature space and thus cannot be used in many real life applications. The Maximal Margin Classifier forms the basic building block of Support Vector Machines, i.e. to find the most separating Hyperplane in a proper kernel-induced feature space. This method is implemented by using a convex
optimization problem, minimizing a quadratic problem under linear inequality constraints. Suppose that we have N training data points given by \((x_1, y_1), (x_2, y_2), \ldots, (x_N, y_N)\) where the input \(x_i \in \mathbb{R}^d\) and the output \(y_i \in \{\pm 1\}\). The input is assigned a positive class if \(f(x) \geq 0\), and a negative class otherwise. Considering the case where \(f(x)\) is a linear function of \(x\), \(f(x)\) can be written as,
\[ f(x) = \langle w, x \rangle + b \]  
(1)
where \((w, b) \in \mathbb{R}^d \times \mathbb{R}\) are the parameters that control the decision function, and the decision rule is given by \(\text{sgn}(f(x))\). As shown in Figure 1, a geometric interpretation of this hypothesis is that the input space is split into two parts by the Hyperplane,
\[ \langle w, x \rangle - b = 0 \]  
(2)
The vector \(w\) defines a direction perpendicular to the Hyperplane while changing the value of \(b\) moves the Hyperplane parallel to itself. The parameters \(w\) and \(b\) are referred to as the weight and the bias terms respectively.

Further, we want this Hyperplane to have the maximum separating margin with respect to the two classes. Mathematically, we want to find the Hyperplane,
\[ H : \langle w, x \rangle - b = 0 \]  
(3)
and another two Hyperplanes,
\[ H_1 : \langle w, x \rangle - b = 1 \]  
(4)
\[ H_{-1} : \langle w, x \rangle - b = -1 \]  
(5)
parallel to it, with the restriction that there are no points between \(H_1\) and \(H_{-1}\), and that the distance between \(H_1\) and \(H_{-1}\) is a maximum. Figure 2 shows an example for such a scenario where some positive examples are on Hyperplane \(H_1\) while some negative examples are on Hyperplane \(H_{-1}\). These examples are called Support Vectors because they define the separating Hyperplane.

The distance of a point on \(H_1\) to \(H\) is given by:
\[ \frac{1}{\|w\|} \]  
(6)
Therefore in order to maximize the distance separating the two classes, we need to minimize \(\|w\| = w^T w\) with the condition that no example is between the two Hyperplanes \(H_1\) and \(H_{-1}\).

Therefore,
\[ w \cdot x - b \geq 1 \text{ for } y_i = 1, \]  
(7)
\[ w \cdot x - b \leq -1 \text{ for } y_i = -1. \]  
(8)
Combining these two conditions we get,
\[ y_i (\langle w, x \rangle - b) \geq 1 \]  
(9)
Now our problem can be written as,
\[ \min \frac{1}{2} w^T w \text{ subject to } y_i (\langle w, x \rangle - b) \geq 1 \]  
(10)
However this is a convex, quadratic programming problem in a convex set. We can transform this optimization problem into its corresponding dual form by first considering the primal Lagrangian[1],
\[ L(w, b, \alpha) = \frac{1}{2} w^T w - \sum_{i=1}^{N} \alpha_i (\langle w, x_i \rangle - b) \]  
(11)
where \(\alpha_i \geq 0\) are the Lagrange multipliers. Instead of solving this equation, we can solve the Wolfe dual form by maximizing the function \(L(w, b, \alpha)\) subject to the constraint that the gradients of \(L(w, b, \alpha)\) with respect to the primal variables \(w\) and \(b\) vanish, that is:
\[ \frac{\partial L}{\partial w} = 0, \]  
(12)
\[ \frac{\partial L}{\partial b} = 0 \]  
(13)
and the Lagrange multipliers \(\alpha_i \geq 0\). Solving equations (12) and (13), we get,
\[ w = \sum_{i=1}^{N} \alpha_i y_i x_i \]  
(14)
and
\[ \sum_{i=1}^{N} \alpha_i y_i = 0. \]  
(15)
Substituting equations (14) and (15) into the function \( L(w,b,\alpha) \) we find:

\[
L = \sum_{i=1}^{N} \alpha_i - \frac{1}{2} \sum_{i,j} \alpha_i \alpha_j y_i y_j x_i \cdot x_j
\]  

(16)

In this form the primal variables \( w \) and \( b \) have been eliminated and we end up with only one variable \( \alpha \). When the Lagrange multipliers are solved, we can go back to (14) to determine \( w \), and we can classify an example \( x \) with:

\[
f(x) = \text{sgn} \left( \sum_{i=1}^{N} \alpha_i y_i (x \cdot x_i) + b \right)
\]  

(17)

3. NONLINEAR SVM

In cases where the surface which separates the two classes is not linear, we have to implicitly transform the data examples into another high dimensional space such that the data points will be linearly separable in that space. Let the transformation into the high dimension feature space be \( \Phi(\cdot) \). The dual problem now becomes[1]:

\[
L = \sum_{i=1}^{N} \alpha_i - \frac{1}{2} \sum_{i,j} \alpha_i \alpha_j y_i y_j \Phi(x_i) \cdot \Phi(x_j)
\]  

(18)

The dot product in the high dimensional space is equivalent to a kernel function of the input space,

\[
k(x_i, x_j) = \Phi(x_i) \cdot \Phi(x_j)
\]  

(19)

Therefore, we do not need be explicit about the transformation \( \Phi(\cdot) \). There are many kernel functions that can be used to solve this such as the radial basis function:

\[
K(x_i, x_j) = e^{-\frac{||x_i - x_j||^2}{\sigma}}
\]  

(20)

SVMs can also be extended to allow for noise or imperfect separation, hence the name soft margin Support Vector Machines. We do not strictly require the total absence of points between the Hyperplanes \( H_1 \) and \( H_{-1} \), but we penalize the examples that cross the boundaries with the finite penalty factor \( C \). We have also introduced a positive slack variable \( \xi_i \geq 0 \) in an attempt to include points which lie outside the Hyperplane separating their family. Figure 3 illustrates graphically the concept of slack variables introduced for an imperfect separation. Therefore, the separating Hyperplanes become:

\[
w \cdot x_i - b \geq 1 - \xi_i \text{ for } y_i = +1
\]  

(21)

\[
w \cdot x_i - b \geq -1 + \xi_i \text{ for } y_i = -1,
\]  

(22)

\[
\xi_i \geq 0, \forall i
\]  

(23)

We add the penalizing term to the objective function, so that it becomes:

\[
\min -\frac{1}{2}w^T w + C \sum_i \xi_i \text{ subject to } y_i (w^T x_i - b) + \xi_i \geq 1\geq 0
\]  

(24)

With this change the corresponding Lagrangian becomes[1]:

\[
L(w,b,\xi,\alpha,r) = \frac{1}{2}w^T w + C \sum_i \xi_i
\]

\[
-\sum_{i=1}^{N} \alpha_i [y_i (x_i \cdot w) + b] + 1 + \xi_i - \sum_{i=1}^{N} \alpha_i r_i \xi_i
\]  

(25)

The Wolfe dual problem can now be stated as:

\[
\max L = \sum_{i=1}^{N} \alpha_i - \frac{1}{2} \sum_{i,j} \alpha_i \alpha_j y_i y_j x_i \cdot x_j
\]  

(26)

subject to,

\[
0 \leq \alpha_i \leq C,
\]  

(27)

\[
\sum_i \alpha_i y_i x_i = 0
\]  

(28)

The Lagrange multipliers are now bounded by \( C \) instead of infinity. The solution is again given by:

\[
w = \sum_i \alpha_i y_i x_i
\]  

(29)

4. EXPERIMENTAL RESULTS

Phonemes from the TIMIT database were segmented into frames of length 20 ms with a frame shift of 10 ms and filtered using a Hamming window. A Daubechies 10 filter was used to create a four level wavelet packet. The energies of the wavelet packets were calculated, thus obtaining a 16 dimensional feature vector.

The complete vowel dataset consisting of 20 phonemes from the TIMIT database were used for our experiments. The 20 class problem thus consisted of: /iy/, /ih/, /eh/, /ey/, /ae/, /aa/, /aw/, /ax/, /ux/, /er/, /ax/, /axr/, and /axh/. 10,000 samples were used to train the SVMs while 2,000 samples were used for testing. During our experimentation the penalization factor \( C \) of the SVM was set to 60 while the value of \( \sigma \) for the radial basis kernel was set to 4. Table 1 presents some of the results showing the performance of the Support Vector Machine when vowels from the TIMIT Database were combined as many binary problems.

These results show that SVMs provide a good solution towards classification of binary phonemes. SVMs were also tested for multiclass applications, where the whole 20 phoneme set was used, but the results obtained were far from ideal. Further investigation in optimizing these tools is still necessary to apply satisfactorily these algorithms for speech recognition.
Table 1. Phonemes from TIMIT Database trained as Binary problems

<table>
<thead>
<tr>
<th>Binary Problem</th>
<th>Precision(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>‘iy’ – ‘ih’</td>
<td>68.7 – 70.65</td>
</tr>
<tr>
<td>‘ey’ – ‘aw’</td>
<td>86.1 – 93.5</td>
</tr>
<tr>
<td>‘ih’ – ‘aa’</td>
<td>97.1 – 95.2</td>
</tr>
<tr>
<td>‘iy’ – ‘ow’</td>
<td>96.5 – 95.2</td>
</tr>
<tr>
<td>‘uw’ – ‘ax’</td>
<td>76.1 – 75.1</td>
</tr>
<tr>
<td>‘ae’ – ‘aa’</td>
<td>94.0 – 84.1</td>
</tr>
<tr>
<td>‘ao’ – ‘aa’</td>
<td>78.1 – 78.6</td>
</tr>
<tr>
<td>‘ax’ – ‘ix’</td>
<td>89.1 – 87.5</td>
</tr>
</tbody>
</table>

5. CONCLUSION
In this paper we evaluate the performance of a Support Vector Machine for phoneme recognition. The results obtained clearly show the classification power of Support Vector Machines in this application. Although good results have been achieved in the case of binary problems, future research work is required to extend these Learning systems for multiclass classification.
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ABSTRACT
At a very basic level, a piece of music can be defined as an organised arrangement of sounds occurring both sequentially (as in melody) and concurrently (as in harmony). As music evolved into a science and an established form of art, people started studying the characteristics of these sounds and drew sets of guidelines and rules, that if followed would produce pieces of music that are aesthetically more pleasing than others. Early examples can be seen in Pythagoras’ observations and experiments with blacksmiths’ hammers [1]. Allegedly some 2500 years ago, he was walking by a blacksmith’s shop when he heard the ringing tones of hammers hitting an anvil. Upon further observation, he realised that a hammer weighing half as much as a previous one sounded twice as high in pitch (an octave – ratio 2:1). A pair of hammers whose weights had a ratio of 3:2 sounded a fifth apart. Eventually he came to the conclusion that simple ratios sounded good.

In this paper, we are concerned with the generation of musical phrases constrained by the rules that governed music developed during the so called Common Practice Period (CPP). This period refers to an era in musical history spanning from the 17th to the early 20th centuries [2] and included the Baroque and Romantic styles amongst others. Colloquially, music in the style of the CPP is sometimes better (but incorrectly) known as ‘Classical’ music.

General Terms
Aleatoric composition, music theory, common practice period, genetic algorithms.

1. INTRODUCTION
Computers have been used as an aid in composing music since the mid-1950s and the techniques generally employed fall into the categories of aleatoric composition and processes that return permutations of predefined musical elements such as pre-composed measures of music [6]. In the former technique, stochastic methods are used to generate sounds – possibly utilising some musical observations to guide random processes. In the latter, a number of predefined measures of music are selected and attached to each other to yield a piece of music. This technique has been practiced since the 18th century using an algorithm known as the Musikalisches Würfelspiel (musical dice game) [7]. Mozart has been known to compose a number of Minuets based on this algorithm. An interactive example of this method can be found at [8].

In this paper, we present a Genetic Algorithm (GA) designed to generate pitch contours 2 that conform to the rules used in the CPP. Clearly, the rules we will be considering form the basis of the fitness function of the GA. Here we assume that the reader is familiar with basic–to–intermediate theory of music. We refer beginners to any introductory textbook on the matter such as [3], [4] and [5].

1.1 Rules for Developing Melodies/Pitch Contours

1. Notes in the melody should be diatonic.
2. Most of the melody must progress in stepwise motion.
3. The melody should contain a number of leaps. The number of leaps depends on the length of the melody and a leap must always occur in the context of contrary motion. Also, leaps must be a consonant interval.
4. Melodies should cover the whole range of notes assigned to it.
5. The highest note (climax) in a melody should occur only once, usually in the latter half. This climax note should be melodically consonant with the tonic.
6. Certain note intervals such as augmented intervals are unacceptable.

(a) Augmented intervals are not allowed.

2 A pitch contour is a sequence of notes that sound melodical but without possessing any rhythm (essentially, a melody composed with notes of a single duration only such as crotchets). Melodies are rhythmically more complex than pitch contours, but in this text the terms pitch contour and melody are synonymous.
2. THE GENETIC ALGORITHM

Creating a melody conforming to a set of rules can be construed as a constraint satisfaction problem. Consider an 8-note melody to be composed using any of 7 notes (an octave-worth of diatonic notes). These parameters would yield 5,764,801 \((7^8)\) different melodies – the search space. Longer, more varied melodies would clearly increase the search space immensely making the problem non-trivial. In this section we describe a GA used to search the space for melodies that conform to the rules outlined earlier on. It is assumed that the reader is familiar with the mechanics of a GA and its theory. Readers are referred to [9] for a thorough exposition.

2.1 Chromosome Structure

The scheme used to represent a candidate pitch contour as a chromosome in our algorithm is straightforward. The chromosome is an array of integers, where each integer represents a note value in the contour. The integer values representing each note are borrowed from the Musical Instrument Digital Interface (MIDI) standard, where, for example, middle-C is represented by the value 60, C\# by the value 61, D by the value 62, etc. This idea is illustrated in Figure 1.

![Pitch Contour](image)

Figure 1: Chromosome representation of a pitch contour.

The simplicity of this representation scheme allows for uncomplicated designs for crossover and mutation operators. Additionally, the fact that the note values map to the MIDI standard allows us to export the contour as a MIDI file for quick auditioning or editing purposes.

2.1.1 Pitch Sets

The possible note values for each locus in the chromosome (i.e. each possible note in the contour) are selected from a set of permissible notes called the pitch set. Essentially the pitch set defines which notes the melody can be composed of. Restricting the melody to use only notes from a pitch set has a number of advantages:

1. Ensuring that the notes in the pitch set are diatonic, implies that any candidate pitch contour will be diatonic as well. This implicitly enforces the first rule mentioned previously.
2. Similarly, by ensuring that the notes in the pitch set are within the range of a single voice (e.g. the soprano voice), rule 9 above is implicitly observed.
3. The search space is reduced to the various permutations of the notes in the pitch set rather than all the notes in the range of a particular instrument.

2.1.2 Fixed Notes

During setup of the algorithm, certain loci in the chromosome can be fixed to certain notes. For example, the algorithm can be instructed that the first note in the melody should always be middle-C and no operator, such as a mutation, would be allowed to change it. The allows us to ensure that the pitch contour would, for example, always start with the tonic and end with the dominant. By specifying fixed notes in the ‘middle’ of the melody we can give it a particular texture or shape. Additionally, since most notes are required to progress in stepwise motion, the fixed note effectively becomes an attractor for other notes thereby serving as a climax note.

2.1.3 Initialisation

In the initial population, chromosomes are initialised with notes randomly selected from the pitch set. Fixed notes in the pitch contour are observed – the fixed notes in any pitch contour are immutable.

2.2 The Fitness Function

The fitness function developed is penalty-based. A faultless melody has a fitness value of zero whilst the fitness of a flawed melody is negative. Essentially, for each rule that is violated, a penalty value is deducted from the fitness. The penalties for each rule are interpreted as follows:

1. **Rule:** Notes in the melody should be diatonic.
   **Interpretation:** This rule can never be violated because a chromosome can only be composed of notes selected from a pitch set whose notes are already guaranteed to be diatonic. This rule is implicitly observed.

2. **Rule:** Approximately \(n\)% of the melody must progress in stepwise motion.
   **Interpretation:** Determine the number of expected stepwise intervals in the melody from \(n\). By observing the actual intervals in the candidate melody, determine the number of actual stepwise intervals. If the actual number of stepwise intervals is less than expected, apply a penalty (e.g. -5) to the fitness for each expected interval that is not present.

3. **Rule:** The melody should contain a number of leaps.
   The number of leaps depends on the length of the melody and a leap must always occur in the context of contrary motion. Also, leaps must be a consonant interval.
   **Interpretation:** Determine the number of leaps in
the melody. If the actual number of leaps differs from some required amount, penalise in proportion to this difference. If the leap is not consonant, apply a penalty. For contrary motion, if the leap is preceded by a note that is not within its interval, apply a penalty. Finally, if the leap is followed by a note that is not within its interval, apply a penalty too.

4. Rule: Melodies should cover the whole range of notes assigned to it.

**Interpretation:** For each note in the pitch set to be used that does not occur in the melody, apply a penalty.

5. Rule: The highest note (climax) in a melody should occur only once, usually in the latter half. This climax note should be melodically consonant with the tonic.

**Interpretation:** Let c be the the number of times the highest note in the melody occurs. Apply a penalty to the fitness (c-1) times. The requirement of the climax note occurring in the latter half of the melody and being consonant to the tonic can be implicitly observed by setting the climax note as a fixed note in the chromosome.

6. (a) **Rule:** Augmented intervals are not allowed.

**Interpretation:** Apply a penalty for each augmented interval in the melody.

(b) **Rule:** A diminished interval is not allowed unless the note following the interval falls between that interval by a perfect or imperfect interval.

**Interpretation:** For each diminished interval in the melody, if the next note does not lie between that interval and is a perfect or imperfect interval, apply a penalty. Also, a penalty is applied if the melody ends in a diminished interval (there would not be a note following the interval).

7. **Rule:** The note on the seventh degree of the scale must rise stepwise to the tonic.

**Interpretation:** For each note on the seventh degree of the scale that does not rise to the tonic, apply a penalty.

8. **Rule:** Melodies in a major scale should start and end with the tonic or dominant. Melodies in a minor scale should start and end with the tonic or mediant.

**Interpretation:** This rule is implicitly observed by setting the starting and end notes as fixed notes in the chromosome.

9. **Rule:** Only notes in a single soprano, alto, tenor or bass voice should be used. The soprano range is considered here (from middle C to G two octaves up).

**Interpretation:** This rule is implicitly observed by setting the notes in the allowed pitch set to those in a desired voice range.

10. **Rule:** Notes should be repeated rarely.

**Interpretation:** Count the number of repeated notes in the melody. If this amount varies from some expected value, apply a penalty proportional to this difference.

### 2.3 Genetic Operators and Other Parameters

#### 2.3.1 Crossover

In our algorithm, the crossover operator is a basic implementation of single-point crossover. Illustrated in Figure 2, a common locus in two parent melodies is randomly selected, and notes between the two parents are swapped along that interval. Parent melodies are selected to participate in crossover using a roulette-wheel selection scheme.

A crossover rate value governs how many parents are selected for crossover purposes. A crossover rate of 80% means that after selection, 80% of the new population will be made up of offspring that were generated by mating the parents. The remaining 20% of the new population is populated with new, randomly-created chromosomes.

![Figure 2: Single-Point Crossover between two pitch contours.](image)

#### 2.3.2 Random Mutations

In the algorithm a random mutation is implemented as:

1. The replacement of a random note in the melody with any random one in the pitch set of allowed notes.

2. The swapping of two, random notes in the melody.

A random mutation rate is used to determine the probability that a child chromosome created after crossover will be randomly mutated. The mutation operator is partial to the fixed note configuration of the chromosomes. A mutation is aborted if it would effect a fixed note.

#### 2.3.3 Guided Mutations

This operator, works by altering a note in an attempt to rectify a deficiency in the melody. For example, if it is determined that a melody contains too little stepwise motion, a note in a non-stepwise interval is changed to make that interval stepwise. Similarly, if an augmented interval is found in a melody, a note in that interval is replaced to change the improper interval.
A *guided mutation rate* is used to determine the probability that a random child chromosome created after crossover will be mutated ‘intelligently’ as described above.

### 2.3.4 Elitism

The roulette-wheel selection mechanism used ensures that the fittest parents are paired to yield the new offspring pitch contours. Nonetheless, there is always the risk that the pitch contours generated after crossover and possible mutations have a fitness less than that of the original parent contours that spawned them. This implies that there is a possibility that, over time, the overall fitness of the population could degrade. To avoid this risk, an *elitism rate* parameter is used. This parameter represents a percentage of the best contours in the current population that will replace random contours in the next one.

### 3. EXPERIMENTAL RESULTS

In this section, we present a number of experimental runs of the algorithm and their respective results.

#### 3.1 General Notes

1. Pitch contours have been generated in C Major, G Major, A Minor (harmonic\(^3\)) and E Minor (harmonic). In this section, we only present the results of the algorithm when instructed to compose contours in A minor. This choice is arbitrary since setting a different scale for the algorithm to work in will not affect its performance in any way.

2. Various settings for population size, crossover and mutation rates have been used to determine how the GA converges under these conditions.

3. All pitch contours generated have been set to be 16 and 32 notes long.

4. The algorithm converges to multiple optimal solutions in all cases. The only cases observed when an optimal solution could not found were when they either did not exist or the parameters of the GA conflicted. For example when the pitch set is so limited that it would be impossible to satisfy the rate of stepwise motion desired – if the only notes in the pitch set are C5 and G5, it is clearly impossible to move in stepwise motion.

#### 3.2 Experiment 1

- **Key:** A Minor (harmonic).
- **Contour Length:** 16 notes.
- **Pitch Set:** \{A4, B4, C5, D5, E5, F5, G#5, A5\}.
- **Note Usage:** 80%.
- **Fixed Notes:** \{Pos 1=A4, Pos 15=G#5, Pos 16=A5\}.
- **Population Size:** 100.
- **Maximum Number of Generations:** 50.
- **Crossover Rate:** 90%.
- **Random Mutation Rate:** 5%.
- **Guided Mutation Rate:** 5%.
- **Stepwise motion rate:** 80%.
- **Leap Rate:** 15%.
- **Average Generations to Yield Optimal Contours:** 25.
- **Average Number of Optimal Contours Yielded in Final Generation:** 3.
- **Example result:** A4, B4, A4, F5, E5, C5, B4, C5, D5, C5, D5, E5, D5, A5, G#5, A5.

#### 3.3 Experiment 2

- **Key:** A Minor (harmonic).
- **Contour Length:** 16 notes.
- **Pitch Set:** \{A4, B4, C5, D5, E5, F5, G#5, A5\}.
- **Note Usage:** 80%.
- **Fixed Notes:** \{Pos 1=A4, Pos 15=G#5, Pos 16=A5\}.
- **Population Size:** 100.
- **Maximum Number of Generations:** 50.
- **Crossover Rate:** 50%.
- **Random Mutation Rate:** 20%.
- **Guided Mutation Rate:** 20%.
- **Stepwise motion rate:** 80%.
- **Leap Rate:** 15%.
- **Average Generations to Yield Optimal Contours:** 50.
- **Average Number of Optimal Contours Yielded in Final Generation:** 0.2.
- **Example result:** A4, E5, D5, C5, D5, E5, D5, E5, F5, C5, D5, E5, F5, E5, G#5, A5.

---

\(^3\)Natural minor with a raised seventh.
### 3.4 Experiment 3

- **Key:** A Minor (harmonic).
- **Contour Length:** 16 notes.
- **Pitch Set:** \{A4, B4, C5, D5, E5, F5, G#5, A5\}.
- **Note Usage:** 80%.
- **Fixed Notes:** \{Pos 1=A4, Pos 15=G#5, Pos 16=A5\}.
- **Population Size:** 100.
- **Maximum Number of Generations:** 50.
- **Crossover Rate:** 100%.
- **Random Mutation Rate:** 5%.
- **Guided Mutation Rate:** 5%.
- **Stepwise motion rate:** 80%.
- **Leap Rate:** 15%.
- **Average Generations to Yield Optimal Contours:** 20.
- **Average Number of Optimal Contours Yielded in Final Generation:** 3.
- **Example result:** A4, E5, D5, C5, D5, C5, E5, F5, E5, F5, E5, F5, E5, A5, G#5, A5.

### 3.5 Experiment 4

- **Key:** A Minor (harmonic).
- **Contour Length:** 16 notes.
- **Pitch Set:** \{A4, B4, C5, D5, E5, F5, G#5, A5\}.
- **Note Usage:** 80%.
- **Fixed Notes:** \{Pos 1=A4, Pos 25=E5, Pos 32=A5\}.
- **Population Size:** 200.
- **Maximum Number of Generations:** 200.
- **Crossover Rate:** 90%.
- **Random Mutation Rate:** 5%.
- **Guided Mutation Rate:** 5%.
- **Stepwise motion rate:** 80%.
- **Leap Rate:** 15%.
- **Average Generations to Yield Optimal Contours:** 70.
- **Average Number of Optimal Contours Yielded in Final Generation:** 15.
- **Example result:** A4, E5, D5, C5, D5, E5, F5, E5, F5, E5, F5, A5, G#5, A5.

### 3.6 Experiment 5

- **Key:** A Minor (harmonic).
- **Contour Length:** 16 notes.
- **Pitch Set:** \{A4, B4, C5, D5, E5, F5, G#5, A5\}.
- **Note Usage:** 80%.
- **Fixed Notes:** \{Pos 1=A4, Pos 15=G#5, Pos 16=A5\}.
- **Population Size:** 200.
- **Maximum Number of Generations:** 200.
- **Crossover Rate:** 50%.
- **Random Mutation Rate:** 20%.
- **Guided Mutation Rate:** 20%.
- **Stepwise motion rate:** 80%.
- **Leap Rate:** 15%.
- **Average Generations to Yield Optimal Contours:** 200.
- **Average Number of Optimal Contours Yielded in Final Generation:** 0.1.
- **Example result:** A4, B4, C5, D5, E5, A4, B4, A4, E5, D5, A5, G#5, A5, C5, D5, C5, D5, C5, B4, C5, E5, D5, E5, F5, E5, D5, E5, F5, E5, A5.

### 3.7 Experiment 6

- **Key:** A Minor (harmonic).
- **Contour Length:** 16 notes.
- **Pitch Set:** \{A4, B4, C5, D5, E5, F5, G#5, A5\}.
- **Note Usage:** 80%.
- **Fixed Notes:** \{Pos 1=A4, Pos 15=G#5, Pos 16=A5\}.
- **Population Size:** 200.
- **Maximum Number of Generations:** 200.
- **Crossover Rate:** 100%.
- **Random Mutation Rate:** 5%.
- **Guided Mutation Rate:** 5%.
- **Stepwise motion rate:** 80%.
- **Leap Rate:** 15%.
- **Average Generations to Yield Optimal Contours:** 50.
- **Average Number of Optimal Contours Yielded in Final Generation:** 25.
- **Example result:** A4, B4, C5, D5, F5, E5, D5, C5, B4, A4, C5, B4, D5, A4, C5, B4, E5, D5, E5, F5, C5, D5, C5, F5, E5, F5, E5, D5, E5, A5.
3.8 Some Observations

1. As expected, searches for longer contours require a larger population and in some cases more generations to produce a result. This can be easily correlated to the immensely larger search space.

2. Low crossover rate values (albeit higher mutation rates) hinder a successful search for optimal solutions. As the crossover rate decreases, the GA effectively degenerates into a random search which is inadequate for such large search spaces.

3. Very long optimal pitch contours can be discovered. Optimal 64, 96 and 128–note pitch contours could be found using the exact same parameters used in experiment 4 above with the exception that for 128–note melodies, more generations and a slightly larger population size was required for the algorithm to converge to one or more optimal solutions.

4. CONCLUSION

In the title of this paper we labeled the pitch contours we sought to generate as viable. We associate the term viable with whether a contour observes the rules imposed or not. By observing these rules we could safely say that all viable contours do sound melodic and flow smoothly. This observation can be intuitively demonstrated by listening to the results of the algorithm. The issue of whether the contours actually sound beautiful, or whether they express some kind of emotion is another issue altogether. Whilst it is true that certain compositional techniques can give melodies some emotional character, in this paper we have not considered them and left the issue as a potential next topic of research.

We conclude this work by suggesting some techniques and future projects than can augment the simple pitch contours we generated here and use them as the basis of fully fledged musical compositions:

- Apply note grouping techniques and rhythmic unit presets to the pitch contour for it to become a complete rhythmic melody line.
- Using species counterpoint techniques to enrich the melody harmonically. Chord progression rules may be derived by studying common progressions used in the CPP.
- Observing cadences when harmonising the melody.
- Observing orchestration guidelines when determining the relationships between voices.
- Using instrumentation principles when choosing instruments to play a given voice. For example certain instruments possess timbres that lend themselves to a more dramatic score.

4 For example, it is a known ‘fact’ that composing in a major key usually results in ‘happy sounding’ scores. Composing in minor keys is usually associated with music of the more ‘sad’ kind.
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ABSTRACT
In this paper, the results of some tests including the Chi-Square and the Diehard Battery tests of randomness on some pseudo random number generators are given. The generators were chosen for use in a Genetic Algorithm (GA) package called GAGENES, written in object-oriented C++. The influence of PRNG's on a GA is discussed briefly.
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1. INTRODUCTION
Four pseudo random generators were tested using a Chi-Square test [2] and the Diehard tests [3]. Meysenburg [5] by empirical testing showed that a good PRNG may not necessarily give significantly better GA performance. Meysenburg et al [6] determined that there is statistical evidence that certain PRNGs can provide improved GA performance. Cantu-Paz [1] showed that in GAs as in other fields, it is preferable to use the best PRNG available especially when initialising the GA population. With this in mind, four PRNG's were tested as follows: 1) a Chi-Square test was implemented; 2) a 12M data file was generated for every PRNG for testing by Marsaglia's Diehard program. All PRNG's were seeded by the system time. The results are presented in this paper. The generators tested were: the PRNG supplied with GNU GCC C++ 3.4.5 / libstdc++'s linear congruential generator (LCG), Stroustrup's PRNG implementation (an LCG) in [7], Knuth's Lehman LCG [2] (this was implemented in C++) and Jasper Bedaux's C++ port of the Mersenne Twister [4]. The latter was expected to be the best PRNG from those tested.

George Marsaglia's DIEHARD suite of statistical tests consist of fifteen tests: Birthday Spacings, Overlapping Permutations, Ranks of 31x31 and 32x32 matrices, Ranks of 6x8 matrices, Monkey Tests on 20-bit Words, Monkey Tests OPSO, OQSO and DNA, Count the 1's in a stream of bytes, Count the 1's in specific bytes, Parking Lot, Minimum Distance, 3D Spheres, Squeeze, Overlapping Sums, Runs and Craps. More information about the suite may be found at http://stat.fsu.edu/~geo/diehard.html

To run the test, Marsaglia's Windows binary was used and it was given a twelve megabyte file of random numbers generated using GAGENES's random number test suite (which called the four PRNG's under test). All tests were run on an Athon FX-55 processor computer running XP. The test suite also compiles and runs under Linux and other Posix style OS's.

2. CHI-SQUARE RESULTS
Each simple frequency Chi-Square test was repeated 100000 times and the mean chi value was calculated. The range of output values was subdivided into a fixed number of ranges (101) of equal size. A large number of random numbers were generated using the PRNG being tested, each number ranging between 0 and 1 (inclusive). 100000 numbers were generated and the number of values falling in each interval were counted. As the intervals are of equal size, it is expected that approximately the same number of values should fall in each interval (around 9900). The chi-square statistic is evaluated based on the expected and actual counts for each interval, an average chi-square value based on 100000 repetitions is evaluated and compared with the critical value for a chi-square random variable with 100 degrees of freedom and a probability of 0.95.

<table>
<thead>
<tr>
<th>Chi-Square Test 1 (GNU C++ generator)</th>
<th>Total chi value (Averaged over 100000 trials)=90.1802 succeeded</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chi-Square Test 2 (Mersenne generator)</td>
<td>Total chi value (Averaged over 100000 trials)=100.013 succeeded</td>
</tr>
<tr>
<td>Chi-Square Test 3 (Stroustrup generator)</td>
<td>Total chi value (Averaged over 100000 trials)=-1.59487e+06 failed</td>
</tr>
<tr>
<td>random Chi-Square Test 4 (Knuth generator)</td>
<td>Total chi value (Averaged over 100000 trials)=13768.5 failed</td>
</tr>
</tbody>
</table>
When run on a Linux machine (Pentium 4), the results were:

random Chi-Square Test 1 (GNU C++ generator)
Total chi value (Averaged over 100000 trials)=99.2055 succeeded
random Chi-Square Test 2 (Mersenne generator)
Total chi value (Averaged over 100000 trials)=100.263 succeeded
Chi-Square Test 3 (Stroustrup generator)
Total chi value (Averaged over 100000 trials)=1.59487e+06 failed
random Chi-Square Test 4 (Knuth generator)
Total chi value (Averaged over 100000 trials)=13941.9 failed

3. DIEHARD RESULTS

The following table shows the p-values produced by the Diehard suite of tests on the GCC C++ generator (resulting log file is rcpp.log).

Table 1. GCC C++ Diehard Test Results Part 1

<table>
<thead>
<tr>
<th>Birthday Spacing</th>
<th>Bin. Rank 31x31</th>
<th>Bin. Rank 32x32</th>
<th>Bin. Rank 6x8</th>
<th>.510440 KTEST</th>
</tr>
</thead>
<tbody>
<tr>
<td>.384929</td>
<td>.660257</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.718312</td>
<td></td>
<td>.602642</td>
<td></td>
<td></td>
</tr>
<tr>
<td>.319485</td>
<td></td>
<td></td>
<td>.220698</td>
<td></td>
</tr>
<tr>
<td>.945639</td>
<td></td>
<td></td>
<td>KTEST</td>
<td></td>
</tr>
<tr>
<td>.579601</td>
<td>.927291</td>
<td>.739037</td>
<td>.631103</td>
<td></td>
</tr>
<tr>
<td>.489100</td>
<td>.870957</td>
<td>.222028</td>
<td>.475929</td>
<td></td>
</tr>
<tr>
<td>.843946</td>
<td>.193213</td>
<td>.093370</td>
<td>.947564</td>
<td></td>
</tr>
<tr>
<td>.498052</td>
<td>.073664</td>
<td>.162025</td>
<td></td>
<td></td>
</tr>
<tr>
<td>.360428</td>
<td>.967210</td>
<td>.338048</td>
<td>.220698</td>
<td></td>
</tr>
<tr>
<td>.510440 KTEST</td>
<td>.514870</td>
<td>.496957</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2. GCC C++ Diehard Test Results Part 2

<table>
<thead>
<tr>
<th>Bitstream</th>
<th>OPSO</th>
<th>OQSQ</th>
<th>DNA</th>
<th>CNT 1sB</th>
<th>3D SPH</th>
</tr>
</thead>
<tbody>
<tr>
<td>69693</td>
<td>.0282</td>
<td>.0000</td>
<td>1.0000</td>
<td>.774920</td>
<td>90260</td>
</tr>
<tr>
<td>38483</td>
<td>.0372</td>
<td>.0000</td>
<td>.0000</td>
<td>.561840</td>
<td>72882</td>
</tr>
<tr>
<td>76172</td>
<td>.0055</td>
<td>.0246</td>
<td>1.0000</td>
<td>.579544</td>
<td>03619</td>
</tr>
<tr>
<td>28882</td>
<td>.1765</td>
<td>.1693</td>
<td>.0000</td>
<td>.426853</td>
<td>78345</td>
</tr>
<tr>
<td>80420</td>
<td>.0013</td>
<td>.6130</td>
<td>.0008</td>
<td>.486733</td>
<td>69484</td>
</tr>
<tr>
<td>70665</td>
<td>.0751</td>
<td>.0018</td>
<td>.0896</td>
<td>.669792</td>
<td>24076</td>
</tr>
<tr>
<td>70585</td>
<td>.1400</td>
<td>.1971</td>
<td>.2083</td>
<td>.104575</td>
<td>69320</td>
</tr>
<tr>
<td>92183</td>
<td>.0161</td>
<td>.0000</td>
<td>1.0000</td>
<td>.504758</td>
<td>84426</td>
</tr>
<tr>
<td>23998</td>
<td>.0320</td>
<td>.0000</td>
<td>1.0000</td>
<td>.581833</td>
<td>89207</td>
</tr>
<tr>
<td>76244</td>
<td>.1874</td>
<td>.0000</td>
<td>1.0000</td>
<td>.156646</td>
<td>19813</td>
</tr>
<tr>
<td>22081</td>
<td>.0000</td>
<td>.0440</td>
<td>1.0000</td>
<td>.868356</td>
<td>10472</td>
</tr>
<tr>
<td>65583</td>
<td>.0140</td>
<td>.2067</td>
<td>.0000</td>
<td>.554558</td>
<td>70579</td>
</tr>
<tr>
<td>41734</td>
<td>.1332</td>
<td>.7550</td>
<td>.0002</td>
<td>.885662</td>
<td>38517</td>
</tr>
<tr>
<td>44672</td>
<td>.0177</td>
<td>.5508</td>
<td>.0229</td>
<td>.725794</td>
<td>43728</td>
</tr>
<tr>
<td>49503</td>
<td>.0034</td>
<td>.0110</td>
<td>.2383</td>
<td>.062972</td>
<td>05089</td>
</tr>
<tr>
<td>79833</td>
<td>.7007</td>
<td>.0000</td>
<td>.1200</td>
<td>.969570</td>
<td>74042</td>
</tr>
<tr>
<td>11519</td>
<td>.0517</td>
<td>.0000</td>
<td>1.0000</td>
<td>.990735</td>
<td>62511</td>
</tr>
<tr>
<td>25474</td>
<td>.0005</td>
<td>.0000</td>
<td>.0000</td>
<td>.547307</td>
<td>96707</td>
</tr>
<tr>
<td>90331</td>
<td>.0164</td>
<td>.0162</td>
<td>1.0000</td>
<td>.961884</td>
<td>63341</td>
</tr>
<tr>
<td>52764</td>
<td>.0218</td>
<td>.0024</td>
<td>.0000</td>
<td>.934765</td>
<td>55377</td>
</tr>
<tr>
<td></td>
<td>.0011</td>
<td>.9759</td>
<td>.0148</td>
<td>.805098</td>
<td>531503</td>
</tr>
<tr>
<td></td>
<td>.1362</td>
<td>.1162</td>
<td>.2832</td>
<td>.094834</td>
<td>KTEST</td>
</tr>
<tr>
<td>321054</td>
<td>.0478</td>
<td>.0000</td>
<td>.0001</td>
<td>.345356</td>
<td></td>
</tr>
<tr>
<td>463177</td>
<td>.0000</td>
<td>.0000</td>
<td>1.0000</td>
<td>.297482</td>
<td>OSUM</td>
</tr>
<tr>
<td></td>
<td>.0000</td>
<td>.0000</td>
<td>1.0000</td>
<td>.619431</td>
<td>157359</td>
</tr>
<tr>
<td>CDPARK</td>
<td>.0000</td>
<td>.0000</td>
<td>.0000</td>
<td>.840688</td>
<td></td>
</tr>
<tr>
<td>205562</td>
<td>.0026</td>
<td>.0000</td>
<td>1.0000</td>
<td>.147470</td>
<td></td>
</tr>
<tr>
<td>180558</td>
<td>.0001</td>
<td>.0000</td>
<td>.0000</td>
<td>.891995</td>
<td></td>
</tr>
<tr>
<td>590298</td>
<td>.0371</td>
<td>.0000</td>
<td>.0000</td>
<td>.294137</td>
<td></td>
</tr>
<tr>
<td>590298</td>
<td>.0000</td>
<td>.0000</td>
<td>.0000</td>
<td>.603960</td>
<td></td>
</tr>
<tr>
<td>108811</td>
<td>.317070</td>
<td>.0200</td>
<td>.471933</td>
<td></td>
<td></td>
</tr>
<tr>
<td>246694</td>
<td>.0080</td>
<td>.0000</td>
<td>.0000</td>
<td>.036775</td>
<td></td>
</tr>
<tr>
<td>291865</td>
<td>.0000</td>
<td>.0000</td>
<td>.0000</td>
<td>.573609</td>
<td></td>
</tr>
<tr>
<td>934075</td>
<td>.079560</td>
<td>.765831</td>
<td>.552787</td>
<td></td>
<td></td>
</tr>
<tr>
<td>500000</td>
<td>.964089</td>
<td>.685855</td>
<td>.104740</td>
<td>KTEST</td>
<td></td>
</tr>
<tr>
<td>135653</td>
<td>.488655</td>
<td>.104740</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>759000</td>
<td>.069318</td>
<td>.0965807</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
The next table shows the p-values produced by the Diehard suite of tests on the Mersenne generator (resulting log file is `merser.log`).

<table>
<thead>
<tr>
<th>Bitstream</th>
<th>OPSO</th>
<th>OQSO</th>
<th>DNA</th>
<th>CNT 1sB</th>
<th>3D SPH</th>
</tr>
</thead>
<tbody>
<tr>
<td>.76244</td>
<td>9321</td>
<td>.7635</td>
<td>5513</td>
<td>.906931</td>
<td>35889</td>
</tr>
<tr>
<td>.98490</td>
<td>4844</td>
<td>.5117</td>
<td>.5963</td>
<td>.103090</td>
<td>21381</td>
</tr>
<tr>
<td>.93460</td>
<td>0627</td>
<td>.7421</td>
<td>.4098</td>
<td>.268602</td>
<td>62479</td>
</tr>
<tr>
<td>.82600</td>
<td>9473</td>
<td>.6168</td>
<td>.5883</td>
<td>.666844</td>
<td>.01906</td>
</tr>
<tr>
<td>.84785</td>
<td>3303</td>
<td>.9354</td>
<td>.8368</td>
<td>.849311</td>
<td>.68057</td>
</tr>
<tr>
<td>.41734</td>
<td>4149</td>
<td>.3208</td>
<td>.5963</td>
<td>.021068</td>
<td>.85892</td>
</tr>
<tr>
<td>.56097</td>
<td>1626</td>
<td>.9930</td>
<td>.2109</td>
<td>.851932</td>
<td>.71178</td>
</tr>
<tr>
<td>.58480</td>
<td>0843</td>
<td>.6711</td>
<td>.1870</td>
<td>.203728</td>
<td>.83036</td>
</tr>
<tr>
<td>.00862</td>
<td>8611</td>
<td>.8745</td>
<td>.6468</td>
<td>.941688</td>
<td>.08710</td>
</tr>
<tr>
<td>.11702</td>
<td>9620</td>
<td>.8302</td>
<td>.6100</td>
<td>.497766</td>
<td>.27134</td>
</tr>
<tr>
<td>.55359</td>
<td>5989</td>
<td>.2638</td>
<td>.6134</td>
<td>.577195</td>
<td>.06129</td>
</tr>
<tr>
<td>.26306</td>
<td>8765</td>
<td>.1426</td>
<td>.6955</td>
<td>.277723</td>
<td>.74412</td>
</tr>
<tr>
<td>.30581</td>
<td>.7797</td>
<td>.2841</td>
<td>.7547</td>
<td>.992178</td>
<td>.00882</td>
</tr>
<tr>
<td>.41006</td>
<td>.6609</td>
<td>.8961</td>
<td>.7260</td>
<td>.845530</td>
<td>.98379</td>
</tr>
<tr>
<td>.57384</td>
<td>.4029</td>
<td>.6513</td>
<td>.9778</td>
<td>.466425</td>
<td>.35548</td>
</tr>
<tr>
<td>.29282</td>
<td>.3673</td>
<td>.1110</td>
<td>.2964</td>
<td>.147168</td>
<td>.88393</td>
</tr>
<tr>
<td>.29282</td>
<td>.9966</td>
<td>.1433</td>
<td>.8609</td>
<td>.482845</td>
<td>.30497</td>
</tr>
<tr>
<td>.87659</td>
<td>9399</td>
<td>.8215</td>
<td>.9981</td>
<td>.255032</td>
<td>.26642</td>
</tr>
<tr>
<td>.24143</td>
<td>9543</td>
<td>.5468</td>
<td>.9500</td>
<td>.705604</td>
<td>.63249</td>
</tr>
<tr>
<td>.07200</td>
<td>4830</td>
<td>.4363</td>
<td>.4259</td>
<td>.294328</td>
<td>.95606</td>
</tr>
<tr>
<td></td>
<td>.1362</td>
<td>.9033</td>
<td>.8888</td>
<td>.496514</td>
<td>.291919</td>
</tr>
</tbody>
</table>

| CNT 1s     | 8900 | .5360 | .8331 | .151208 | KSTEST |
|  .668328   |  .8291 | .2627 | .3245 | .729378 |
|  .044188   |  .0437 | .3213 | .961371 | OSUM |  .3605 | .6302 | .981730 | .523352 |

| CDPARK     |  .9201 | .6357 |         |  .955821 |  .0837 | .4926 |         | .009946 |
|  .753306   |  .7789 | .2903 |         | .613807 |  .708135 | .2704 |         | .111499 |
|  .246694   |         |        |  .0371 | .564409 |         |        |  .0508527 | .7808 |  .929658 |
|  .192812   |         |        |        |         |  .914635 |         |         |        |  .326266 |
|  .000951   |         |        |        |         |  .625377 |         |         |        |  .427841 |
|  .536382   |         |        |  .875138 | .854552 |        |  .442707 |         |        |         |
|  .015932   |         |        |  .678659 |          |  .386011 |         |        |         |         |
|  .637284   |         |        |  .356019 |         |          |        |         |        |         |

Table 3. Mersenne Diehard Test Results Part 1

<table>
<thead>
<tr>
<th>Birthday Spacing</th>
<th>Bin. Rank 31×31</th>
</tr>
</thead>
<tbody>
<tr>
<td>.126317</td>
<td>.432115</td>
</tr>
<tr>
<td>.954330</td>
<td></td>
</tr>
<tr>
<td>.283559</td>
<td></td>
</tr>
<tr>
<td>.743912</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Bin. Rank 32×32</th>
</tr>
</thead>
<tbody>
<tr>
<td>.553217</td>
</tr>
<tr>
<td>.581776</td>
</tr>
<tr>
<td>.585145</td>
</tr>
<tr>
<td>.357520</td>
</tr>
<tr>
<td>.508808</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Bin. Rank 6x8</th>
</tr>
</thead>
<tbody>
<tr>
<td>.196512 KSTEST</td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>OPERM5</th>
</tr>
</thead>
<tbody>
<tr>
<td>.148375</td>
</tr>
<tr>
<td>.230224</td>
</tr>
<tr>
<td>.541184</td>
</tr>
<tr>
<td>.915275</td>
</tr>
</tbody>
</table>
The next table shows the p-values produced by the Diehard suite of tests on the Stroustrup generator (resulting log file is rmersey.log).

Table 5. Stroustrup Diehard Test Results Part 1

<table>
<thead>
<tr>
<th>Bitstream</th>
<th>OPSO</th>
<th>OQSO</th>
<th>DNA</th>
<th>CNT IsB</th>
<th>3D SPH</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.00000</td>
<td>1.00000</td>
<td>1.00000</td>
<td>.000</td>
<td>1.000000</td>
<td>.00000</td>
</tr>
<tr>
<td>1.00000</td>
<td>1.00000</td>
<td>1.00000</td>
<td>.000</td>
<td>1.000000</td>
<td>.00000</td>
</tr>
<tr>
<td>1.00000</td>
<td>1.00000</td>
<td>1.00000</td>
<td>1.000</td>
<td>1.0000000</td>
<td>.00000</td>
</tr>
<tr>
<td>1.00000</td>
<td>1.00000</td>
<td>1.00000</td>
<td>1.000</td>
<td>1.0000000</td>
<td>.00000</td>
</tr>
<tr>
<td>1.00000</td>
<td>1.00000</td>
<td>1.00000</td>
<td>1.000</td>
<td>1.0000000</td>
<td>.00000</td>
</tr>
<tr>
<td>1.00000</td>
<td>1.00000</td>
<td>1.00000</td>
<td>1.000</td>
<td>1.0000000</td>
<td>.00000</td>
</tr>
<tr>
<td>1.00000</td>
<td>1.00000</td>
<td>1.00000</td>
<td>1.000</td>
<td>1.0000000</td>
<td>.00000</td>
</tr>
<tr>
<td>1.00000</td>
<td>1.00000</td>
<td>1.00000</td>
<td>1.000</td>
<td>1.0000000</td>
<td>.00000</td>
</tr>
<tr>
<td>1.00000</td>
<td>1.00000</td>
<td>1.00000</td>
<td>1.000</td>
<td>1.0000000</td>
<td>.00000</td>
</tr>
<tr>
<td>1.00000</td>
<td>1.00000</td>
<td>1.00000</td>
<td>1.000</td>
<td>1.0000000</td>
<td>.00000</td>
</tr>
</tbody>
</table>

CNT Is

| 1.000000 | 1.00000 | 1.00000 | 1.00000 | 1.000000 |
| 1.000000 | 1.00000 | 1.00000 | 1.00000 | 1.000000 |
| 1.000000 | 1.00000 | 1.00000 | 1.00000 | 1.000000 |
| 1.000000 | 1.00000 | 1.00000 | 1.00000 | 1.000000 |

CDPARK

| 1.000000 | 1.00000 | .00000 | 1.00000 |
| 1.000000 | 1.00000 | .00000 | 1.00000 |
| 1.000000 | 1.00000 | 1.00000 | 1.00000 |
| 1.000000 | 1.00000 | 1.00000 | 1.00000 |
| 1.000000 | SQEEZE | 1.00000 | 1.00000 |
| 1.000000 | RTE | .000000 | 1.00000 |
| 1.000000 | RUNS | .000000 | 1.00000 |
| 1.000000 | CRAPS WINS | .000000 | 1.00000 |
| 1.000000 | .481974 | .000000 | 1.00000 |
| 1.000000 | .816563 | CRAPS THROWS | 1.000000 |
| 1.000000 | .595713 | RTE | 1.00000 |

RTE means the test produced a Runtime Error and had to be skipped.

Table 6. Stroustrup Diehard Test Results Part 2

<table>
<thead>
<tr>
<th>Birthday Spacing</th>
<th>Bin. Rank 31x31</th>
<th>Bin. Rank 32x32</th>
<th>Bin. Rank 6x8</th>
<th>1.000000 KTEST</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.000000</td>
<td>1.000000</td>
<td>1.000000</td>
<td>1.000000</td>
<td>1.000000</td>
</tr>
<tr>
<td>1.000000</td>
<td>1.000000</td>
<td>1.000000</td>
<td>1.000000</td>
<td>1.000000 KTEST</td>
</tr>
<tr>
<td>1.000000</td>
<td>1.000000</td>
<td>1.000000</td>
<td>1.000000</td>
<td>1.000000</td>
</tr>
<tr>
<td>1.000000</td>
<td>1.000000</td>
<td>1.000000</td>
<td>1.000000</td>
<td>1.000000</td>
</tr>
<tr>
<td>1.000000</td>
<td>1.000000</td>
<td>1.000000</td>
<td>1.000000</td>
<td>1.000000</td>
</tr>
<tr>
<td>1.000000</td>
<td>1.000000</td>
<td>1.000000</td>
<td>1.000000</td>
<td>1.000000</td>
</tr>
<tr>
<td>1.000000</td>
<td>1.000000</td>
<td>1.000000</td>
<td>1.000000</td>
<td>1.000000</td>
</tr>
<tr>
<td>1.000000</td>
<td>1.000000</td>
<td>1.000000</td>
<td>1.000000</td>
<td>1.000000</td>
</tr>
<tr>
<td>1.000000</td>
<td>1.000000</td>
<td>1.000000</td>
<td>1.000000</td>
<td>1.000000</td>
</tr>
<tr>
<td>1.000000</td>
<td>1.000000</td>
<td>1.000000</td>
<td>1.000000</td>
<td>1.000000</td>
</tr>
<tr>
<td>1.000000</td>
<td>1.000000</td>
<td>1.000000</td>
<td>1.000000</td>
<td>1.000000</td>
</tr>
<tr>
<td>1.000000</td>
<td>1.000000</td>
<td>1.000000</td>
<td>1.000000</td>
<td>1.000000</td>
</tr>
</tbody>
</table>

OPERM

| 1.000000 | 1.000000 |
| 1.000000 | 1.000000 |
| .676957  | 1.000000 |
| .024215  | 1.000000 |

| 1.000000 | 1.000000 |
| 1.000000 | 1.000000 |
| 1.000000 | 1.000000 |
| 1.000000 | 1.000000 |
| 1.000000 | 1.000000 |

KSTEST
The next table shows the p-values produced by the Diehard suite of tests on the Knuth generator (resulting log file is rknut.log).

Table 7. Knuth Diehard Test Results Part 1

<table>
<thead>
<tr>
<th>Bitstream</th>
<th>OPSSO</th>
<th>OQSSO</th>
<th>DNA</th>
<th>CNT 1sB</th>
<th>3D SPH</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.00000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.000000</td>
<td>97344</td>
</tr>
<tr>
<td>1.00000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.000000</td>
<td>97344</td>
</tr>
<tr>
<td>1.00000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.000000</td>
<td>97344</td>
</tr>
<tr>
<td>1.00000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.000000</td>
<td>97344</td>
</tr>
<tr>
<td>1.00000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.000000</td>
<td>97344</td>
</tr>
<tr>
<td>1.00000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.000000</td>
<td>97344</td>
</tr>
<tr>
<td>1.00000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.000000</td>
<td>97344</td>
</tr>
<tr>
<td>1.00000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.000000</td>
<td>97344</td>
</tr>
<tr>
<td>1.00000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.000000</td>
<td>97344</td>
</tr>
<tr>
<td>1.00000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.000000</td>
<td>97344</td>
</tr>
<tr>
<td>1.00000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.000000</td>
<td>97344</td>
</tr>
<tr>
<td>1.00000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.000000</td>
<td>97344</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>CNT 1s</th>
<th>1.0000</th>
<th>1.0000</th>
<th>1.0000</th>
<th>1.000000</th>
<th>KSTEST</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.00000</td>
<td>1.000000</td>
<td>1.000000</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>CDPARK</th>
<th>1.00000000</th>
<th>1.00000000</th>
<th>1.00000000</th>
<th>980955</th>
</tr>
</thead>
<tbody>
<tr>
<td>.00000</td>
<td>1.00000000</td>
<td>1.00000000</td>
<td>978755</td>
<td></td>
</tr>
<tr>
<td>.00000</td>
<td>1.00000000</td>
<td>1.00000000</td>
<td>962520</td>
<td></td>
</tr>
<tr>
<td>.00000</td>
<td>1.00000000</td>
<td>1.00000000</td>
<td>946317</td>
<td></td>
</tr>
<tr>
<td>.00000</td>
<td>1.00000000</td>
<td>1.00000000</td>
<td>940524</td>
<td></td>
</tr>
<tr>
<td>.00000</td>
<td>1.00000000</td>
<td>1.00000000</td>
<td>981306</td>
<td></td>
</tr>
<tr>
<td>.00000</td>
<td>1.00000000</td>
<td>1.00000000</td>
<td>919689</td>
<td></td>
</tr>
<tr>
<td>.00000</td>
<td>1.00000000</td>
<td>1.00000000</td>
<td>951057</td>
<td></td>
</tr>
<tr>
<td>.00000</td>
<td>1.00000000</td>
<td>1.00000000</td>
<td>965671</td>
<td></td>
</tr>
<tr>
<td>.00000</td>
<td>1.00000000</td>
<td>1.00000000</td>
<td>1.00000000</td>
<td></td>
</tr>
</tbody>
</table>

Table 8. Knuth Diehard Test Results Part 2

<table>
<thead>
<tr>
<th>Birthday Spacing</th>
<th>Bin. Rank 31x31</th>
<th>Bin. Rank 32x32</th>
<th>Bin. Rank 6x8</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.000000</td>
<td>1.00000000</td>
<td>1.00000000</td>
<td>1.00000000</td>
</tr>
<tr>
<td>1.000000</td>
<td>1.00000000</td>
<td>1.00000000</td>
<td>1.00000000</td>
</tr>
<tr>
<td>1.000000</td>
<td>1.00000000</td>
<td>1.00000000</td>
<td>1.00000000</td>
</tr>
<tr>
<td>1.000000</td>
<td>1.00000000</td>
<td>1.00000000</td>
<td>1.00000000</td>
</tr>
<tr>
<td>1.000000</td>
<td>1.00000000</td>
<td>1.00000000</td>
<td>1.00000000</td>
</tr>
<tr>
<td>1.000000</td>
<td>1.00000000</td>
<td>1.00000000</td>
<td>1.00000000</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>OPERM5</th>
<th>1.000000</th>
<th>1.000000</th>
<th>1.000000</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.000000</td>
<td>1.000000</td>
<td>1.000000</td>
<td></td>
</tr>
</tbody>
</table>

4. DIEHARD ANALYSIS

A note provided in the Diehard log files says

NOTE: Most of the tests in DIEHARD return a p-value, should be uniform on [0,1) if the input file contain independent random bits. Those p-values are obtain p=F(x), where F is the assumed distribution of the s random variable X---often normal. But that assumed F an asymptotic approximation, for which the fit will in the tails. Thus you should not be surprised with occasional p-values near 0 or 1, such as .0012 or .9. When a bit stream really FAILS BIG, you will get p's 1 to six or more places. By all means, do not, as a Statistician might, think that a p < .025 or p > .975 that the RNG has "failed the test at the .05 level!". p's happen among the hundreds that DIEHARD produces, with good RNG's. So keep in mind that " p happens".

For the C++ PRNG, the smallest p-value was 0 and the largest was 1.00. This PRNG passed most Diehard tests with some failures in OPSSO, OQSSO and mainly DNA tests.
The Mersenne Twister PRNG passed all the Diehard tests successfully. The smallest p-value was .000951 and the largest p-value was .9930. The only areas with p-values over .975 were OP5O, OQSO, DNA, 3D Spheres and Count-The-1’s for specific bytes. Areas with p-values under 0.025 were OSUM, CDPARK and 3D Spheres.

Diehard gave a runtime error when running the Squeeze and Craps tests on the Stroustrup PRNG. The only tests which it passed were OPERM5 and RUNS. P-values ranged from 0 to 1.

The Knuth linear congruential generator passed the 3D Spheres test (except for the KTEST (Kolmogorov-Smirnov test) and Craps Wins (for Craps Throws Diehard outputted just '*****' instead of a p-value, it is not clear whether this is some overflow or underflow).

5. CONCLUSION

The Mersenne Twister PRNG clearly emerged as the best PRNG from the ones tested and the one most likely to be suitable for use during the critical initialisation phase of a GA. For the normal GA run after initialisation, however the standard C++ PRNG may be used. Further research may give a more clear picture on the effects of a bad PRNG (one that fails the tests) with regards to the running of the GA (mainly post-initialisation), for some particular problem and whether this depends on population size.

A copy of the random binary files generated, the Diehard logfiles and other sources will be made available on the GAGENES website at http://www.gagenes.com.
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ABSTRACT

Polygonal hybrid systems (SPDI) are a subclass of planar hybrid automata which can be represented by piecewise constant dierential inclusions. The computation of certain objects of the phase portrait of an SPDI, namely the viability, controllability, invariance kernels and semi-separatrices curves have been shown to be eciently decidable. On the other hand, although the reachability problem for SPDIs is known to be decidable, its complexity makes it unfeasible on large systems. We summarise our recent results on the use of the SPDI phase portraits for improving reachability analysis by (i) state-space reduction and (ii) decomposition techniques of the state space, enabling compositional parallelisation of the analysis. Both techniques contribute to increasing the feasibility of reachability analysis on large SPDI systems.

1. INTRODUCTION

Hybrid systems combining discrete and continuous dynamics arise as mathematical models of various artificial and natural systems, and as approximations to complex continuous systems. They have been used in various domains, including avionics, robotics and bioinformatics. Reachability analysis has been the principal research question in the verification of hybrid systems, even if it is a well-known result that for most subclasses of hybrid systems most verification questions are undecidable. Various decidable subclasses have, subsequently, been identified, including timed [1] and rectangular automata [10], hybrid automata with linear vector fields [11], piecewise constant derivative systems (PCDs) [12] and polygonal hybrid systems (SPDIs) [4].

Compared to reachability verification, qualitative analysis of hybrid systems is a relatively neglected area [8, 9, 13, 19, 22]. Typical qualitative questions include: ‘Are there ‘sink’ regions where a trajectory can never leave once it enters the region?’ and ‘Are there regions in which every point in the region is reachable from every other?’’. The collection of objects in a system satisfying these and similar properties is called the phase portrait of the system.

Defining and constructing phase portraits of hybrid systems has been directly addressed for PCDs in [13], and for SPDIs in [5]. Given a cycle on a SPDI, the viability kernel is the largest set of points in the cycle which may loop forever within the cycle. The controllability kernel is the largest set of strongly connected points in the cycle (such that any point in the set may be reached from any other). An invariant set is a set of points such that each point must keep rotating within the set forever, and the invariance kernel is the largest such set. Algorithms for computing these kernels have been presented in [5, 21] and implemented in the tool set SPeeDI+ [14].

Given the non-compositional nature of hybrid systems, decomposing SPDIs to reduce the state space and to distribute the reachability algorithms is a challenging task. A qualitative analysis of hybrid systems does, however, provide useful information for partitioning the state-space in independent subspaces, thus helping in achieving compositional analysis.

In this paper we summarise and combine some recent results [17, 16] we have obtained, showing how kernels can be used to improve the reachability analysis of SPDIs. We use kernel information to (i) reduce the number of states of the SPDI graph, based on topological properties of the plane (and in particular, those of SPDIs); and (ii) partition the reachability questions in a compositional manner, dividing the problem into independent smaller ones and combining the partial results to answer the original question, hence enabling parallelization with minimal communication costs.

2. THEORETICAL BACKGROUND

We summarize here the main definitions and results about SPDIs; for a more detailed description refer to [20]. A (positive) affine function \( f : \mathbb{R} \rightarrow \mathbb{R} \) is such that \( f(x) = ax + b \) with \( a > 0 \). An affine multivalued function \( F : \mathbb{R} \rightarrow 2^\mathbb{R} \), denoted \( F = (f_l, f_u) \), is defined by \( F(x) = (f_l(x), f_u(x)) \) where \( f_l \) and \( f_u \) are affine and \( \langle \cdot , \cdot \rangle \) denotes an interval. For notational convenience, we do not make explicit whether intervals are open, closed, left-open or right-open, unless required for comprehension. For an interval \( I = (l, u) \) we have that \( F((l, u)) = (f_l(l), f_u(u)) \). The inverse of \( F \) is defined by \( F^{-1}(x) = \{ y \mid x \in F(y) \} \). The universal inverse of \( F \) is defined by \( F^{-1}(I) = I' \) where \( I' \) is the greatest non-empty interval satisfying \( \forall x \in I' : F(x) \subseteq I \).

Clearly, \( F^{-1} = (f_l^{-1}, f_u^{-1}) \) and \( F^{-1} = (f_l^{-1}, f_u^{-1}) \), provided that \( (f_l^{-1}, f_u^{-1}) \neq \emptyset \).

A truncated affine multivalued function (TAMF) \( F : \mathbb{R} \rightarrow 2^\mathbb{R} \) is defined by an affine multivalued function \( F \) and in-
describe the same systems.

A simple planar differential inclusion $F$ is defined by $\tilde{F}(x)$ for all $x \in \mathbb{R}^2$ and for all $e < 0$. We say that $e$ is an exit of $P$ if for some $x \in \phi(P)$, $x + \epsilon c \in P$ for some $\epsilon > 0$. We say that $e$ is an exit of $P$ if the same condition holds for some $\epsilon < 0$. We denote by $\text{in}(P) \subseteq E(P)$ the set of all entries of $P$ and by $\text{out}(P) \subseteq E(P)$ the set of all exits of $P$.

**Assumption 1** All the edges in $E(P)$ are either entries or exits, that is, $E(P) = \text{in}(P) \cup \text{out}(P)$.

Reachability for SPDIs is decidable provided the above assumption holds [4]; without such assumption it is not known whether reachability is decidable.

A trajectory segment of an SPDI is a continuous function $\xi : [0, T) \to \mathbb{R}^2$ which is smooth everywhere except in a discrete set of points, and such that for all $t \in [0, T)$, if $\xi(t) \in P$ and $\xi(t)$ is defined then $\xi(t) \in \phi(P)$. The signature, denoted $\Sigma(\xi)$, is the ordered sequence of edges traversed by the trajectory segment, that is, $\xi(t) \in e_i$ and $t_i < t_{i+1}$. If $T = \infty$, a trajectory segment is called a trajectory.

**Example 1** Consider the SPDI illustrated in Fig. 1-(a). For sake of simplicity we will only show the dynamics associated to regions $R_1$ to $R_6$ in the picture. For each region $R_i$, $1 \leq i \leq 6$, there is a pair of vectors $(a_i, b_i)$, where: $a_1 = (45, 100), b_1 = (1, 4), a_2 = b_2 = (1, 10), a_3 = b_3 = (2, 3), a_4 = b_4 = (2, -3), a_5 = b_5 = (1, -15), a_6 = (1, -2), b_6 = (1, -1)$. A trajectory segment starting on interval $I \subseteq e_0$ and finishing in interval $I' \subseteq e_4$ is depicted.

We say that a signature $\sigma$ is feasible if and only if there exists a trajectory segment $\xi$ with signature $\sigma$, i.e., $\Sigma(\xi) = \sigma$. From this definition, it immediately follows that extending an unfeasible signature can never make it feasible:

**Proposition 1** If a signature $\sigma$ is not feasible, then neither is any extension of the signature — for any signatures $\sigma'$ and $\sigma''$, the signature $\sigma \sigma''$ is not feasible.

Given an SPDI $S$, let $E$ be the set of edges of $S$, then we can define a graph $G_S$ where nodes correspond to edges of $S$ and such that there exists an arc from one node to another if there exists a trajectory segment from the first edge to the second one without traversing any other edge. More formally: Given an SPDI $S$, the underlying graph of $S$ (or simply the graph of $S$), is a graph $G_S = (N_S, A_S)$, with $N_S = E$ and $A_S = \{(e, e') | \exists \xi(t) : \xi(0) \in e \wedge \xi(t) \in e' \wedge \Sigma(\xi) = e'e\}$. We say that a sequence $e_0 e_1 \ldots e_k$ of nodes in $G_S$ is a path whenever $(e_i, e_{i+1}) \in A_S$ for $0 \leq i \leq k - 1$.

The following lemma shows the relation between edge signatures in an SPDI and paths in its corresponding graph.

**Lemma 1** If $\xi$ is a trajectory segment of $S$ with edge signature $\Sigma(\xi) = \sigma = e_0 \ldots e_p$, it follows that $\sigma$ is a path in $G_S$.

Note that the converse of the above lemma is not true in general. It is possible to find a counter-example where there exists a path from node $e$ to $e'$, but no trajectory from edge $e$ to edge $e'$ in the SPDI.
2.2 Successors and Predecessors

Given an SPDI, we fix a one-dimensional coordinate system on each edge to represent points laying on edges [4]. For notational convenience, we indistinctly use letter e to denote the edge or its one-dimensional representation. Accordingly, we write \( x \in e \) or \( x \in \mathbb{R} \) to mean “point \( x \) in edge \( e \) with coordinate \( x \) in the one-dimensional coordinate system of \( e \).” The same convention is applied to sets of points of \( e \) represented as intervals (e.g., \( x \in I \) or \( x \in \mathbb{R} \), where \( L \leq x \leq R \)) and to trajectories (e.g., “\( \xi \) starting in \( x^0 \) or “\( \xi \) starting in \( x^\ast \)”).

Now, let \( P \in \mathbb{P} \), \( e \in \text{in}(P) \) and \( e' \in \text{out}(P) \). For \( I \subseteq e \), \( \text{Succ}_{e,e'}(I) \) is the set of all points in \( e' \) reachable from some point in \( I \) by a trajectory segment \( \xi : [0, t] \rightarrow \mathbb{R}^2 \) in \( P \) (i.e., \( \xi(0) \in I \land \xi(t) \in e' \land \text{Sig}(\xi) = ec' \)). \( \text{Succ}_{e,e'} \) is a TAFM [4].

**Example 2** Let \( e_1, \ldots, e_6 \) be as in Fig. 1-(a), where all the edges have local coordinates over \([0,10]\), and \( I = [t, u] \). We assume a one-dimensional coordinate system. We show only the first and last edge-to-edge TAFM of the cycle:

\[
F_{e_1e_2}(I) = \left[ \frac{t}{10}, \frac{t^2}{10} u \right], \quad S_1 = [0,10], \quad J_1 = [0, \frac{2}{10}]
\]

\[
F_{e_6e_1}(I) = [t, 2u], \quad S_6 = [0,10], \quad J_6 = [0,10]
\]

with \( \text{Succ}_{e_2e_1}(I) = F_{e_6e_1}(I \cap S_1) \cap J_1 \), for \( 1 \leq i \leq 6 \) : \( S_i \) and \( J_i \) are computed as shown in Theorem 1.

Given a sequence \( w = e_1, e_2, \ldots, e_n \), since TAFMs are closed under composition, the successor of \( I \) along \( w \), defined as \( \text{Succ}_w(I) = \text{Succ}_{e_n,e_{n-1}} \circ \cdots \circ \text{Succ}_{e_2,e_1}(I) \), is a TAFM.

**Example 3** Let \( \sigma = e_1 \cdots e_6 e_1 \). We have that \( \text{Succ}_\sigma(I) = F(I \cap S_0) \cap J_0 \), where: \( F(I) = [\frac{t}{4} + \frac{t}{4}, \frac{2}{3}u + \frac{2}{3}] \), with \( S_0 = [0,10] \) and \( J_0 = [\frac{2}{3}, \frac{2}{3}] \).

For \( I \subseteq e' \), \( \text{Pre}_{e,e'}(I) \) is the set of points in \( e \) that can reach a point in \( I \) by a trajectory segment in \( P \). The \( \vee \)-predecessor \( \text{Pre}(I) \) is defined in a similar way to \( \text{Pre}(I) \) using the universal inverse instead of just the inverse: For \( I \subseteq e' \), \( \text{Pre}_{e,e'}(I) \) is the set of points in \( e \) such that any successor of such points are in \( I \) by a trajectory segment in \( P \). Both definitions can be extended straightforwardly to signatures \( \sigma = e_1 \cdots e_n \); \( \text{Pre}_\sigma(I) \) and \( \text{Pre}_\sigma(I) \). The successor operator thus has two “inverse” operators.

2.3 Qualitative Analysis of Simple Edge-Cycles

Let \( \sigma = e_1 \cdots e_i e_1 \) be a simple edge-cycle, i.e., \( e_i \neq e_j \) for all \( 1 \leq i \neq j \leq k \). Let \( \text{Succ}_\sigma(I) = F(I \cap S_0) \cap J_0 \) with \( F = (f_t, f_u) \) (we suppose that this representation is normalized). We denote by \( D_\sigma \) the one-dimensional discrete-time dynamical system defined by \( \text{Succ}_\sigma \), that is \( x_{n+1} \in \text{Succ}_\sigma(x_n) \).

**Assumption 2** None of the two functions \( f_t, f_u \) is the identity.

Without the above assumption the results are still valid but need a special treatment making the presentation more complicated.

Let \( l^* \) and \( u^* \) be the fixpoints\(^2\) of \( f_t \) and \( f_u \), respectively, and \( S_0 \cap J_0 = [L, U] \). A simple cycle is of one of the following types [4]: STAY, the cycle is not abandoned neither by the leftmost nor the rightmost trajectory, that is, \( L \leq l^* \leq u^* \leq U \); DIE, the rightmost trajectory exits the cycle through the left (consequently the leftmost one also exits) or the leftmost trajectory exits the cycle through the right (consequently the rightmost one also exits), that is, \( u^* < L \lor l^* > U \); EXIT-BOTH, the leftmost trajectory exits the cycle through the left and the rightmost one through the right, that is, \( l^* < L \land u^* > U \); EXIT-LEFT, the leftmost trajectory exits the cycle (through the left) but the rightmost one stays inside, that is, \( L \leq l^* < U < u^* \).

**Example 4** Let \( \sigma = e_1 \cdots e_6 e_1 \). Then, \( S_0 \cap J_0 = (L, U) = \left[ \frac{1}{3}, \frac{3}{10} \right] \). The fixpoints from Example 3 are \( \frac{1}{3} < l^* = \frac{11}{25} < \frac{1}{3} \). Thus, \( \sigma \) is a STAY.

Any trajectory that enters a cycle of type DIE will eventually quit it after a finite number of turns. If the cycle is of type STAY, all trajectories that happen to enter it will keep turning inside it forever. In all other cases, some trajectories will turn for a while and then exit, and others will continue turning forever. This information is crucial for proving decidability of the reachability problem.

**Example 5** Consider the SPDI of Fig. 1-(a). Fig. 1-(b) shows part of the reach set of the interval \([8,10] \subset e_6 \), answering positively to the reachability question: Is \([1,2] \subset e_4 \) reachable from \([8,10] \subset e_6 \)? Fig. 1-(b) has been automatically generated by the SPeeDI toolbox we have developed for reachability analysis of SPDIs [2, 14].

2.4 Reachability Analysis

It has been shown that reachability is decidable for SPDIs. Proof of the decidability result is constructive, giving an algorithmic procedure \textit{Reach}(\(S, e, e')\) based on a depth-first search algorithm. An alternative breadth-first search algorithm which can deal with multiple edges has been presented in [15].

**Theorem 2** ([4]) The reachability problem for SPDIs is decidable.

An edgelist is a set of intervals of edges. Given edgelists \( I \) and \( I' \), we denote the reachability of (some part of) \( I' \) from (some part of) \( I \) as \( I \xrightarrow{S} I' \). Clearly, using the decidability result on edge intervals, reachability between edgelists is decidable. Although decidability may be point-to-point, edge-to-edge, edgelist-to-edgelist and region-to-region, in the rest of this paper, we will only talk about edgelist reachability.

**Example 6** Consider the SPDI of Fig. 1-(a). Fig. 1-(b) shows part of the reach set of the interval \([8,10] \subset e_6 \), answering positively to the reachability question: Is \([1,2] \subset e_4 \) reachable from \([8,10] \subset e_6 \)? Fig. 1-(b) has been automatically generated by the SPeeDI toolbox [14] we have developed for reachability analysis of SPDIs based on the results of [4].

2.5 Kernels

We present now how to compute the invariance, controllability and viability kernels of an SPDI. Proofs are omitted...
but for further details, refer to [5] and [21]. In the following, for a cyclic signature, we define $K_\sigma \subseteq \mathbb{R}^2$ as follows: $K_\sigma = \bigcup_{i=1}^{k}(\text{int}(P_i) \cup e_i)$ where $P_i$ is such that $e_{i-1} \in \text{in}(P_i)$, $e_i \in \text{out}(P_i)$ and $\text{int}(P_i)$ is $P_i$’s interior.

2.5.1 Viability Kernel

We now recall the definition of viability kernel [6]. A trajectory $\xi$ is viable in $K$ if $\xi(t) \in K$ for all $t \geq 0$. $K$ is a viability domain if for every $x \in K$, there exists at least one trajectory $\xi$, with $\xi(0) = x$, which is viable in $K$. The viability kernel of $K$, denoted $\text{Viab}(K)$, is the largest viability domain contained in $K$.

For $I \subseteq e_1$ we define $\text{Pre}_\sigma(I)$ to be the set of all $x \in \mathbb{R}^2$ for which there exists a trajectory segment $\xi$ starting in $x$, that reaches some point in $I$, such that $\text{Sig}(\xi)$ is a suffix of $e_2 \ldots e_k e_1$. It is easy to see that $\text{Pre}_\sigma(I)$ is a polygonal subset of the plane which can be calculated using the following procedure. We start by defining $\text{Pre}_\sigma(I) = \{x | \exists \xi : [0, t] \rightarrow \mathbb{R}^2, t > 0 : \xi(0) = x \wedge \xi(t) \in I \wedge \text{Sig}(\xi) = e\}$ and apply this operation $k$ times: $\text{Pre}_\sigma(I) = \bigcup_{i=1}^{k} \text{Pre}_\sigma(I_0)$ with $I_1 = I$, $I_2 = \text{Pre}_{\sigma,e_i}(I_1)$ and $I_i = \text{Pre}_{\sigma,e_{i-1},e_i}(I_{i-1})$, for $2 \leq i \leq k-1$.

The following result provides a non-iterative algorithmic procedure for computing the viability kernel of $K_\sigma$ on an SPDI:

**Theorem 3** If $\sigma$ is a DIE cycle, then $\text{Viab}(K_\sigma) = \emptyset$, otherwise $\text{Viab}(K_\sigma) = \text{Pre}_\sigma(S_\sigma)$.

**Example 7** Fig. 2-(a) shows all the viability kernels of the SPDI given in Example 1. There are 4 cycles with viability kernels — in the picture two of the kernels are overlapping.

2.5.2 Controllability Kernel

We say $K$ is controllable if for any two points $x$ and $y$ in $K$ there exists a trajectory segment $\xi$ starting in $x$ that reaches an arbitrarily small neighborhood of $y$ without leaving $K$. More formally: A set $K$ is controllable if $\forall x, y \in K, \forall \delta > 0, \exists \xi : [0, t] \rightarrow \mathbb{R}^2, t > 0 : \xi(0) = x \wedge \xi(t) - y < \delta \wedge \forall t' \in [0, t] : \xi(t') \in K$. The controllability kernel of $K$, denoted $\text{Cntr}(K)$, is the largest controllable subset of $K$.

For a given cyclic signature $\sigma$, we define $C_\sigma(\sigma)$ as follows:

$$C_\sigma(\sigma) = \begin{cases} (L, U) & \text{if } \sigma \text{ is EXIT-BOTH} \\ (L, u^*) & \text{if } \sigma \text{ is EXIT-LEFT} \\ (l^*, U) & \text{if } \sigma \text{ is STAY} \\ \emptyset & \text{if } \sigma \text{ is DIE} \end{cases}$$

For $I \subseteq e_1$ let us define $\text{Succ}_\sigma(I)$ as the set of all points $y \in \mathbb{R}^2$ for which there exists a trajectory segment $\xi$ starting in some point $x \in I$, that reaches $y$, such that $\text{Sig}(\xi)$ is a prefix of $e_1 \ldots e_k$. The successor $\text{Succ}_\sigma(I)$ is a polygonal subset of the plane which can be computed similarly to $\text{Pre}_\sigma(I)$. Define $C(\sigma) = (\text{Succ}_\sigma \cap \text{Pre}_\sigma)(C_\sigma(\sigma))$. We compute the controllability kernel of $K_\sigma$ as follows:

**Theorem 4** $\text{Cntr}(K_\sigma) = C(\sigma)$.

**Example 8** Fig. 2-(b) shows all the controllability kernels of the SPDI given in Example 1. There are 4 cycles with controllability kernels — in the picture two of the kernels are overlapping.

Figure 2: (a) Viability kernels; (b) Controllability kernels

The following result which relates controllability and viability kernels, states that the viability kernel of a given cycle is the local basin of attraction of the corresponding controllability kernel.

**Proposition 2** Any viable trajectory in $K_\sigma$ converges to $\text{Cntr}(K_\sigma)$.

Let $\text{Cntr}^1(K_\sigma)$ be the closed curve obtained by taking the leftmost trajectory and $\text{Cntr}^\infty(K_\sigma)$ be the closed curve obtained by taking the rightmost trajectory which can remain inside the controllability kernel. In other words, $\text{Cntr}^1(K_\sigma)$ and $\text{Cntr}^\infty(K_\sigma)$ are the two polygons defining the controllability kernel.

A non-empty controllability kernel $\text{Cntr}(K_\sigma)$ of a given cyclic signature $\sigma$ partitions the plane into three disjoint subsets: (1) the controllability kernel itself, (2) the set of points limited by $\text{Cntr}^1(K_\sigma)$ (and not including $\text{Cntr}^\infty(K_\sigma)$) and (3) the set of points limited by $\text{Cntr}^\infty(K_\sigma)$ (and not including $\text{Cntr}^1(K_\sigma)$). We define the inner of $\text{Cntr}(K_\sigma)$ (denoted by $\text{Cntr}_{in}(K_\sigma)$) to be the subset defined by (2) above if the cycle is counter-clockwise or to be the subset defined by (3) if it is clockwise. The outer of $\text{Cntr}(K_\sigma)$ (denoted by $\text{Cntr}_{out}(K_\sigma)$) is defined to be the subset which is not the inner nor the controllability itself. Note that an edge in the SPDI may intersect a controllability kernel. In such cases, we can generate a different SPDI, with the same dynamics but with the edge split into parts, such that each part is completely inside, on or outside the kernel. Although the signatures will obviously change, it is easy to prove that the behaviour of the SPDI remains identical to the original. In the rest of the paper, we will assume that all edges are either
Proposition 3 Given two edges \( e \) and \( e' \), one lying completely inside a controllability kernel, and the other outside or on the same controllability kernel, such that \( ee' \) is feasible, then there exists a point on the controllability kernel which is reachable from \( e \) and from which \( e' \) is reachable.

2.5.3 Invariance Kernel

In general, an invariant set is a set of points such that for any point in the set, every trajectory starting in such point remains in the set forever and the invariance kernel is the largest of such sets. In particular, for an SPDI, given a cyclic signature, an invariant set is a set of points which keep rotating in the cycle forever and the invariance kernel is the largest of such sets. More formally: A set \( K \) is said to be invariant if for any \( x \in K \) there exists at least one trajectory starting in it and every trajectory starting in \( x \) is viable in \( K \). Given a set \( K \), its largest invariant subset is called the invariance kernel of \( K \) and is denoted by \( \text{Inv}(K) \).

We need some preliminary definitions before showing how to compute the kernel. The extended \( \forall \)-predecessor of an output edge \( e \) of a region \( R \) is the set of points in \( R \) such that every trajectory segment starting in such point reaches \( e \) without traversing any other edge. More formally, let \( R \) be a region and \( e \) be an edge in \( \text{out}(R) \), then the \( e \)-extended \( \forall \)-predecessor of \( I \), \( \overline{\text{Pre}}_e(I) \) is defined as: \( \overline{\text{Pre}}_e(I) = \{ x \mid \forall \xi . \ (\xi(0) = x \Rightarrow \exists t \geq 0 . \ (\xi(t) \in I \land \text{Sig}(\xi[0,t]) = e)\} \).

It is easy to see that \( \overline{\text{Pre}}_e(I) \) is a polygonal subset of the plane which can be calculated using a similar procedure as for \( \text{Pre}_e(I) \). We compute the invariance kernel of \( K_o \) as follows:

Theorem 5 If \( \sigma \) is STAY then \( \text{Inv}(K_o) = \overline{\text{Pre}}_o(\overline{\text{Pre}}_o(J_o)) \), otherwise it is \( \emptyset \).

Example 9 Fig. 3-(a) shows the unique invariance kernel of the SPDI given in Example 1.

An interesting property of invariance kernels is that the limits are included in the invariance kernel, i.e., \( [I^*,u^*] \subseteq \text{Inv}(K_o) \). In other words:

Proposition 4 The set delimited by the polygons defined by the interval \( [I^*,u^*] \) is an invariance set of STAY cycles.

The following result relates controllability and invariance kernels.

Proposition 5 If \( \sigma \) is STAY then \( \text{Cntr}(K_o) \subseteq \text{Inv}(K_o) \).

Example 10 Fig. 3-(b) shows the viability, controllability and invariance kernels of the SPDI given in Example 1. For any point in the viability kernel of a cycle there exists a trajectory which will converge to its controllability kernel (proposition 2). It is possible to see in the picture that \( \text{Cntr}(\cdot) \subseteq \text{Inv}(\cdot) \) (proposition 5).

In a similar way as for the controllability kernel, we define \( \text{Inv}^+(K_o) \) and \( \text{Inv}^-(K_o) \).

2.5.4 Kernel Properties

Controllability and viability kernels can be related together in the following manner.

Definition 1 Given a controllability kernel \( C \) (of a loop \( \sigma - C = \text{Cntr}(K_o) \)), then let \( C^+ \) be the related viability kernel \( (C^+ = \text{Viab}(K_o)) \), \( C_{\text{in}} \) be the inside of the kernel, and \( C_{\text{out}} \) be the outside.

Proposition 3 in [18] gives conditions for feasible trajectories traversing controllability kernels. The following is a generalization of such result:

Proposition 6 Given two edges \( e \) and \( e' \), one lying completely inside a kernel, and the other outside or on the same kernel, such that \( ee' \) is feasible, then there exists a point on the kernel, which is reachable from \( e \) and from which \( e' \) is reachable.

The following corollary follows from [18, Proposition 2], asserting that the controllability kernel is the local basin of attraction of the viability kernel:

Corollary 1 Given an controllability kernel \( C \), and related viability kernel \( C^+ \), then for any \( C \subseteq C^+ \), \( e' \subseteq C \), there exists a feasible path \( e e' \).

2.6 Semi-Separatrix Curves

In this section we define the notion of separatrix curves, which are curves dissecting the plane into two mutually non-reachable subsets, and semi-separatrix curves which can only be crossed in one direction. All the proofs of this and forthcoming sections may be found in [17]. We start by defining these notions independently of SPDIs.
Definition 2 Let $K \subseteq \mathbb{R}^2$. A separatrix in $K$ is a closed curve $\gamma$ partitioning $K$ into three sets $K_A$, $K_B$ and $\gamma$ itself, such that $K_A$, $K_B$ and $\gamma$ are pairwise disjoint, $K = K_A \cup K_B \cup \gamma$ and the following conditions hold: (1) For any point $x_0 \in K_A$ and trajectory $\xi$, with $\xi(0) = x_0$, there is no $t$ such that $\xi(t) \in K_B$; and (2) For any point $x_0 \in K_B$ and trajectory $\xi$, with $\xi(0) = x_0$, there is no $t$ such that $\xi(t) \in K_A$. If only one of the above conditions holds then we say that the curve is a semi-separatrix. If only condition 1 holds, then we say that $K_A$ is the inner of $\gamma$ (written $\gamma_{in}$) and $K_B$ is the outer of $\gamma$ (written $\gamma_{out}$). If only condition 2 holds, $K_B$ is the inner and $K_A$ is the outer of $\gamma$.

Notice that, as in the case of the controllability kernel, an edge of the SPDI may be split into two by a semi-separatrix — part inside, and part outside. As before, we can split the edge into parts, such that each part is completely inside, or completely outside the semi-separatrix.

The above notions are extended to SPDIs straightforwardly. The set of all the separatrices of an SPDI $S$ is denoted by $\text{Sep}(S)$, or simply $\text{Sep}$.

Now, let $\sigma = e_1 \ldots e_n e_1$ be a simple cycle, $\mathcal{E}$ be the dynamics of the regions for which $e_i$ is an entry edge and $I = [l, u]$ an interval on edge $e_1$. Remember that $\text{Succ}_{e_1}(I) = F(I \cap S_i) \cap J_i$, where $F(x) = [a_1 x + b_1, a_2 x + b_2]$. Let $b$ be the vector corresponding to the point on $e_1$ with local coordinates $l$ and $l'$ be the vector corresponding to the point on $e_2$ with local coordinates $F(l)$ (similarly, we define $u$ and $u'$ for $F(u)$). We define first $\text{Succ}_{e_1}^b(I) = \{l + \alpha(l' - l) \mid 0 < \alpha < 1\}$ and $\text{Succ}_{e_1}^u(I) = \{u + \alpha(u' - u) \mid 0 < \alpha < 1\}$. We extend these definitions in a straight way to any (cyclic) signature $\sigma = e_1 \ldots e_n e_1$, denoting them by $\text{Succ}_{e_1}^b(I)$ and $\text{Succ}_{e_1}^u(I)$, respectively; we can compute them similarly as for $\text{Pre}$. Whenever applied to the fixpoint $I^* = [l^*, u^*]$, we denote $\text{Succ}_{e_1}^b(I^*)$ and $\text{Succ}_{e_1}^u(I^*)$ by $\xi^b$ and $\xi^u$ respectively. Intuitively, $\xi^b$ and $\xi^u$ denote the piece-wise affine closed curve defined by the leftmost (rightmost) fixpoint $l^*$ ($u^*$).

We show now how to identify semi-separatrices for simple cycles.

Theorem 6 Given an SPDI, let $\sigma$ be a simple cycle, then the following hold:
1. If $\sigma$ is EXIT-RIGHT then $\xi^b$ is a semi-separatrix curve (filtering trajectories from “left” to “right”);
2. If $\sigma$ is EXIT-LEFT then $\xi^u$ is a semi-separatrix curve (filtering trajectories from “right” to “left”);
3. If $\sigma$ is STAY, then the two polygons defining the invariance kernel ($\text{Inv}(K_A)$ and $\text{Inv}(K_B)$), are semi-separatrices.

In the case of STAY cycles, $\xi^b$ and $\xi^u$ are both also semi-separatrices. Notice that in the above result, computing a semi-separatrix depends only on one simple cycle, and the corresponding algorithm is then reduced to find simple cycles in the SPDI and checking whether it is STAY, EXIT-RIGHT or EXIT-LEFT. DIE cycles induce an infinite number of semi-separatrices and are not treated in this setting.

Example 11 Fig. 4 shows all the semi-separatrices of the SPDI given in Example 1, obtained as shown in Theorem 6. The small arrows traversing the semi-separatrices show the inner and outer of each semi-separatrix: a trajectory may traverse the semi-separatrix following the direction of the arrow, but not vice-versa.

The following two results relate feasible signatures and semi-separatrices.

Proposition 7 If, for some semi-separatrix $\gamma$, $e \in \gamma_{in}$ and $e' \in \gamma_{out}$, then the signature $e e'$ is not feasible.

Proposition 8 If, for some semi-separatrix $\gamma$, and signature $\sigma$ (of at least length 2), then, if head($\sigma$) $\in \gamma_{in}$ and last($\sigma$) $\in \gamma_{out}$, $\sigma$ is not feasible.

3. STATE-SPACE REDUCTION

3.1 Reduction using Semi-Separatrices

Semi-separatrices partition the state space into two parts — once one crosses such a border, all states outside the region can be ignored. We present a technique, which, given an SPDI and a reachability question, enables us to discard portions of the state space based on this information. The approach is based on identifying inert states (edges in the SPDI) not playing a role in the reachability analysis.

Definition 3 Given an SPDI $S$, a semi-separatrix $\gamma \in \text{Sep}$, a source edge $e_0$ and a destination edge $e_1$, an edge $e$ is said to be inert if it lies outside the semi-separatrix while $e_0$ lies inside, or it lies inside, while $e_1$ lies outside:

$$\text{inert}^{\gamma}_{e_0 \rightarrow e_1} = \{e : E \mid e_0 \in \gamma_{in} \land e \in \gamma_{out} \} \cup \{e : E \mid e_1 \in \gamma_{out} \land e \in \gamma_{in}\}.$$

We can prove that these inert edges can never appear in a feasible signature:

Lemma 2 Given an SPDI $S$, a semi-separatrix $\gamma$, a source edge $e_0$ and a destination edge $e_1$, and a feasible signature $e_0 e_1$ in $S$. No inert edge from $\text{inert}^{\gamma}_{e_0 \rightarrow e_1}$ may appear in $e_0 e_1$. □

Here, we do not consider the semi-separatrix itself.
Given an SPDI, we can reduce the state space by discarding inert edges.

**Definition 4** Given an SPDI $S$, a semi-separatrix $\gamma$, and two edges, a source edge $e_0$ and a destination edge $e_1$, we define the reduced SPDI $S_{e_0\rightarrow e_1}^\gamma$ to be the same as $S$ but without the inert edges.

Clearly, the resulting SPDI is not bigger than the original one. Finally, we prove that checking reachability on the reduced SPDI is equivalent to checking reachability on the original SPDI:

**Theorem 7** Given an SPDI $S$, a semi-separatrix $\gamma$, and edges $e_0$ and $e_1$, then, $e_1$ is reachable from $e_0$ in $S$ if and only if $e_1$ is reachable from $e_0$ in $S_{e_0\rightarrow e_1}^\gamma$.

We have shown that, once semi-separatrices are identified, given a reachability question, we can reduce the size of the SPDI to be verified by removing inert edges of all the known semi-separatrices.

**Example 12** The shaded areas of Fig. 5 (a) and (b) are examples of subsets of the SPDI edges of the reachability graph, eliminated by the reduction presented in this section applied to all semi-separatrices, when answering reachability questions (in this case to the question: Is $I'$ reachable from $I$?).

This result enables us to verify SPDIs much more efficiently. It is important to note that model-checking an SPDI requires identification of simple loops, which means that the calculation of the semi-separatrices is not more expensive than the initial pass of the model-checking algorithm. Furthermore, we can perform this analysis only once for an SPDI and store the information to be used in any reachability analysis on that SPDI. Reduction, however, can only be applied once we know the source and destination states.

### 3.2 State-space Reduction using Kernels

We have already shown that any invariant set is essentially a pair of semi-separatrices, and since the invariance kernel is an invariant set, we can use the results from section 2.6 to abstract an SPDI using invariance kernels. We now turn our attention to state space reduction using controllability kernels:

**Definition 5** Given an SPDI $S$, a loop $\sigma$, a source edge $e_0$ and a destination edge $e_1$, an edge $e$ is said to be redundant if it lies on the opposite side of a controllability kernel as both $e_0$ and $e_1$:

$$
\{ e : E | \{ e_0, e_1 \} \subseteq \text{Cnt}_{\text{in}}(\sigma) \cup \text{Cnt}(\sigma) \land e \in \text{Cnt}_{\text{out}}(\sigma) \} \cup \\
\{ e : E | \{ e_0, e_1 \} \subseteq \text{Cnt}_{\text{out}}(\sigma) \cup \text{Cnt}(\sigma) \land e \in \text{Cnt}_{\text{in}}(\sigma) \}
$$

We can prove that we can do without these edges to check feasibility:

**Lemma 3** Given an SPDI $S$, a loop $\sigma$, a source edge $e_0$, a destination edge $e_1$, and a feasible signature $e_0\sigma e_1$ then there exists a feasible signature $e_0\sigma' e_1$ such that $\sigma'$ contains no redundant edge from $e_0\rightarrow e_1$.  

Given an SPDI, we can reduce the state space by discarding redundant edges.

**Definition 6** Given an SPDI $S$, a loop $\sigma$, a source edge $e_0$ and a destination edge $e_1$, we define the reduced SPDI $S_{e_0\rightarrow e_1}^\sigma$ to be the same as $S$ but without redundant edges.

Clearly, the resulting SPDI is smaller than the original one. Finally, based on proposition 3, we prove that reachability on the reduced SPDI is equivalent to reachability on the original one:

**Theorem 8** Given an SPDI $S$, a loop $\sigma$, a source edge $e_0$ and a destination edge $e_1$, then, $e_1$ is reachable from $e_0$ in $S$ if and only if $e_1$ is reachable from $e_0$ in $S_{e_0\rightarrow e_1}^\sigma$.

Given a loop which has a controllability kernel, we can thus reduce the state space to explore. In practice, we apply this state space reduction for each controllability kernel in the SPDI. Once a loop in the SPDI is identified, it is straightforward to apply the reduction algorithm.

### 3.3 Immediate Answers

By definition of the controllability kernel, any two points inside it are mutually reachable. This can be used to answer reachability questions in which both the source and destination edge lie (possibly partially) within the same controllability kernel. Using proposition 2, we know that any point in the viability kernel of a loop can eventually reach the controllability kernel of the same loop, which allows us to relax the condition about the source edge to just check whether it (partially) lies within the viability kernel. Finally, we note that the union of non-disjoint controllability sets is itself a controllability set which allows us to extend the result to
work for a collection of loops whose controllability kernels form a strongly connected set.

**Definition 7** We extend viability and controllability kernels for a set of loops \( \Sigma \) by taking the union of the kernels of the individual loops, with \( \text{Viab}(K_{\Sigma}) \) being the union of all viability kernels of loops in \( \Sigma \), and similarly \( \text{Cntr}(K_{\Sigma}) \).

**Definition 8** Two loops \( \sigma \) and \( \sigma' \) are said to be compatible \((\sigma \leftrightarrow \sigma')\) if their controllability kernels overlap: \( \text{Cntr}(K_{\sigma}) \cap \text{Cntr}(K_{\sigma'}) \neq \emptyset \). We extend the notion of compatibility to a set of loops \( \Sigma \) to mean that all loops in the set are transitively compatible: \( \forall \sigma, \sigma' \in \Sigma \cdot \sigma \leftrightarrow \sigma' \).

Based on proposition 2, we can prove the following:

**Theorem 9** Given a source edge \( e_{\text{src}} \) and a destination edge \( e_{\text{dest}} \), if for some compatible set of loops \( \Sigma \), we know that \( e_{\text{src}} \cap \text{Viab}(K_{\Sigma}) \neq \emptyset \) and \( e_{\text{dest}} \cap \text{Cntr}(K_{\Sigma}) \neq \emptyset \), then \( e_{\text{dest}} \) is reachable from \( e_{\text{src}} \).

**Example 13** Fig. 6-(a) shows a viability and a controllability kernel of a cycle and two intervals \( I \) and \( I' \). Whether \( I' \) is reachable from \( I \) cannot be answered immediately in this case, but Fig. 6-(b) shows the overlapping of the viability and controllability kernels depicted in Fig. 6-(a) with the kernels of an inner cycle. \( I' \) thus lies in a compatible controllability kernel, and we can immediately conclude (by theorem 9) that \( I' \) is reachable from \( I \).

In practice, we propose to use these theorems to enable answering certain reachability questions without having to explore the complete state space. It can also be used to reduce reachability questions to (possibly) simpler ones by trying to reach a viability kernel rather than a particular edge. As in the case of semi-separatrixes, a preliminary analysis of an SPDI’s kernels be used in all subsequent reachability queries. SPeeDI [14] starts by calculating and caching all loops in the given SPDI and can thus easily identify maximal compatible sets of loops. Combining this technique with the semi-separatrix reduction technique we envisage substantial gains.

4. COMPOSITIONAL ANALYSIS

4.1 SPDI Decomposition

In this section, we propose a number of theorems which, given an SPDI and a reachability question, for each controllability kernel, allow us to either (i) answer the reachability question without any further analysis; or (ii) reduce the state space necessary for reachability analysis; or (iii) decompose the reachability question into two smaller, and independent reachability questions.

The following theorem enables us to answer certain reachability questions without any analysis, other than the identification of controllability and viability kernels. This result is based on two properties, that within the controllability kernel of a loop, any two points are mutually reachable, and that any point on the viability kernel of the same loop can eventually reach the controllability kernel. Therefore if the source edgelist lies (possibly partially) within the viability kernel of a loop, and the destination edgelist lies (possibly partially) within the controllability kernel of the same loop, then, there must exist a trajectory from the source to the destination edgelist. The full proof of this result can be found in [18].

**Theorem 10** Given an SPDI \( S \), two edgelists \( I \) and \( I' \) and a controllability kernel \( C \), then if \( I \subseteq C^\text{out} \) and \( I' \subseteq C \), then \( I \rightarrow S^\text{out} I' \).

The following theorem allows us to reduce the state space based on controllability kernels. If both the source and destination edgelists lie on the same side of a controllability kernel, then we can disregard all edges on the other side of the kernel. The full proof of this result can be found in [18].

**Theorem 11** Given an SPDI \( S \), two edgelists \( I \) and \( I' \) and a controllability kernel \( C \), then if \( I \subseteq C^\text{in} \) and \( I' \subseteq C \), then \( I \rightarrow S^\text{in} I' \) if and only if \( I \rightarrow S^\text{out} C^\text{in} I' \). Similarly, if \( I \subseteq C^\text{out} \) and \( I' \subseteq C \), then \( I \rightarrow S^\text{in} I' \) if and only if \( I \rightarrow S^\text{out} C^\text{in} I' \).

Finally, the following new result allows us to decompose a reachability question into two smaller questions independent of each other. The theorem states that if the source and destination edgelists lie on opposite sides of a controllability kernel, then we can try (i) to reach the related viability kernel from the source edgelist, and (ii) to reach the destination from the controllability kernel. The original reachability question can be answered affirmatively if and only if both these questions are answered affirmatively.

**Theorem 12** Given an SPDI \( S \), two edgelists \( I \) and \( I' \) and a controllability kernel \( C \), then if \( I \subseteq C^\text{in} \) and \( I' \subseteq C^\text{out} \),
then $I \xrightarrow{S} I'$ if and only if $I \xrightarrow{S \setminus C_{\text{out}}} C^+ \land C \xrightarrow{S \setminus C_{\text{in}}} I'$. Similarly, if $I \subseteq C_{\text{out}}$ and $I' \subseteq C_{\text{in}}$, then $I \xrightarrow{S} I'$ if and only if $I \xrightarrow{S \setminus C_{\text{in}}} C^+ \land C \xrightarrow{S \setminus C_{\text{out}}} I'$.

### 4.2 Unavoidable Kernels

Unavoidable kernels are defined geometrically to be kernels which a straight line from the source interval to the destination interval ‘intersects’ an odd number of times. We call the kernel unavoidable since it can be proved that any path from the source to the destination will have to pass through the kernel.

**Definition 9** Given an SPDI $S$ and two edgelists $I$ and $I'$, we say that a controllability kernel $\text{Cntr}(K_o)$ is unavoidable if any segment of line with extremes on points lying on $I$ and $I'$ intersects with both the edges of $\text{Cntr}'(K_o)$ and those of $\text{Cntr}''(K_o)$ an odd number of times (disregarding tangential intersections with vertices).

The following theorem enables us to discover separating controllability kernels using a simple geometric test.

**Theorem 13** Given an SPDI $S$, two edgelists $I$ and $I'$, and a controllability kernel $C = \text{Cntr}(K_o)$, then $C$ is an unavoidable kernel if and only if one of the following conditions holds (i) $I \subseteq C_{\text{in}}$ and $I' \subseteq C_{\text{out}}$; or (ii) $I \subseteq C_{\text{out}}$ and $I' \subseteq C_{\text{in}}$.

**Corollary 2** Given an SPDI $S$, two edgelists $I$ and $I'$, and an unavoidable controllability kernel $C = \text{Cntr}(K_o)$, then $I \xrightarrow{S} I'$ if and only if $I \xrightarrow{S} C$ and $C \xrightarrow{S} I'$.

The following result relates unavoidable kernels:

**Proposition 9** Given two disjoint controllability kernels $C$ and $C'$, both unavoidable from $I$ to $I'$, then either $C'$ is unavoidable from $I$ to $C$ or $C'$ is unavoidable from $C$ to $I'$, but not both.

### 4.3 Parallel Reachability Algorithm

In Fig. 8 we give an algorithm for parallel reachability analysis of SPDIs using parallel recursive calls corresponding to independent reachability questions.

The function $\text{ReachParKernels}$ is called with the SPDI to consider, a list of kernels still to be used for reduction, and the source and destination edgelists. With no kernels to consider, the algorithm simply calls the standard sequential algorithm ($\text{Reach}$). Otherwise, one of the kernels is analyzed, with three possible cases:

1. If the source lies (possibly partially) on the extended kernel, and the destination lies (possibly partially) on the kernel, then we can give an immediate answer (using theorem 10).
2. If both the edgelists lie on the same side of the kernel, then we simply eliminate redundant parts of the SPDI — anything on the other side of the kernel (theorem 11).
3. Otherwise, if the kernels both lie on opposite sides of the kernel, we can split the problem into two independent questions (reaching the kernel from the source, and the destination from the kernel) which can be run in parallel (theorem 12). An affirmative answer from both these subquestions is equivalent to an affirmative answer to the original question.

Note that the function $\text{ReachParKernels}$ is compositional in the sense that each recursive call launch a process which operates in (most cases in) disjoint state spaces which are smaller than the original one ($S$). The final answer is the composition of the partial reachability questions.

Given two edgelists $I$ and $I'$, we define the following predicate $I \xrightarrow{S} I' \equiv \text{ReachPar}(S, I, I')$. The following theorem states that the (compositional) parallel algorithm exactly answers the reachability question, also giving a soundness and completeness proof of the algorithm:

**Theorem 14** Given an SPDI $S$ and two intervals $I \subseteq e$ and $I' \subseteq e'$, $I \xrightarrow{S} I'$ if and only if $I \xrightarrow{S} I'$.

### 5. CONCLUDING REMARKS

We have given an overview of our recent results on the optimisation of SPDI reachability analysis. Using semi-separatrices and kernels, we presented techniques to improve reachability analysis on SPDIs. In all cases, the techniques require the identification and analysis of loops in the SPDI. We note that most of this information is still required in reachability analysis, and thus no extra work is required to perform the optimization presented in this paper. We have also shown how answering reachability on an SPDI can be reduced to a number of smaller reachability questions. These two techniques can be combined together applying the reduction techniques globally (on the whole SPDI) or locally on the decomposed SPDIs.
function ReachPar\(S, I, I'\) =
ReachParKernels\((S, \text{ControllabilityKernels}(S), I, I')\)

function ReachParKernels\((S, []), I, I'\) =
Reach\((S, I, I')\);

function ReachParKernels\((S, k:ks, I, I'\) =
if (ImmedietAnswer\((S, I, I')\) then
True;
elsif (SameSideOfKernel\((S, k, I, I')\) then
\(S_1 := S \setminus \text{EdgesOnOtherSideOf}(S, k, I)\); ReachParKernels\((S_1, ks, I, I')\);
else
\(S_1 := S \setminus \text{EdgesOnOtherSideOf}(S, k, I)\); ReachParKernels\((S_1, ks, I')\);
parbegin
\(r1 := \text{ReachParKernels}(S_1, ks, I, \text{viability}(k))\);
\(r2 := \text{ReachParKernels}(S_1', ks, k, I')\);
parend;
return \((r1 \text{ and } r2)\);

Figure 8: Parallel algorithm for reachability of SPDIs.

Our work is obviously restricted to planar systems, which enables us to compute these kernels exactly. In higher dimensions and hybrid systems with higher complexity, calculation of kernels is not computable. Other work is thus based on calculations of approximations of these kernels (e.g., [8, 7, 19]). We are not aware of any work using kernels and semi-separatrices to reduce the state-space of the reachability graph as presented in this paper.

We are currently exploring the implementation of the optimizations presented in this paper to improve the efficiency of SPeeDI+ [14]. We are also investigating other applications of these kernels in the model-checking of SPDIs.

One current research direction is to apply our results to semi-decide the reachability question for SPDIs defined on 2-dimensional manifolds, for which the decidability of reachability remains unresolved [3]. Maybe the most prominent application of SPDIs is for approximating complex non-linear differential equations on the plane, for which an exact solution is not known. The decidability of SPDIs reachability and of its phase portrait construction would be of invaluable help for the qualitative analysis of such equations. The challenge would be to find an “intelligent” partition of the plane in order to get an optimal approximation of the equations. Since such partition might produce a high number of regions, our parallel algorithm might be extremely useful here.
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1. INTRODUCTION

The term “language resources” refers to a set of speech or language data and descriptions in machine readable form. They are regarded as key enablers in three main areas for developments in (i) natural language processing systems and tools, (ii) linguistic research that yields new knowledge about the language itself, and (iii) language-related industries such as software localization, translation, publishing etc.

This paper describes the aims, objectives, and current achievements of MLRS (Maltese Language Resource Server), a two-year RTDI project that has been running for just under one year. The overall aim of the project, as suggested by the name, is the provision of such language resources, on a par with those that are available for other languages, together with a framework for their collection, development and maintenance. It shares some of the objectives and approaches of an earlier project called Maltilex as described in Rosner et al (1998), Dalli (2001).

In the project we are interested in both primary language resources, which can be more or less directly obtained at source, such as newspaper text or audio recordings, and secondary ones, which are derived using a combination of automated tools and expert knowledge. Examples include corpora marked up for parts-of-speech or other information such as named entities.

We include in particular amongst such secondary resources a computational lexicon - that is, a structured collection of information about words that can be used by a whole series of “language enabled” user applicatons including spell and style checkers. The compilation of such a resource demands extensive interaction with linguists, and we have catered for this in the design of the system.

Section 2 of the paper discusses the structure of the Maltese National Corpus. Section 3 describes the morpho-syntactic tagging scheme that has been developed for Maltese. Section 4 elaborates on ODL, a metalinguage for the description of lexical information whilst section 5 concentrates on implementation issues. Section 6 discusses future work. We will conclude with plans for the coming year.

2. CORPUS

2.1 Maltese National Corpus

We are in the process of building a Maltese National Corpus. The basic philosophy behind this resource is similar to the British National Corpus (BNC), its British counterpart (see Aston and Burnard [1]). There are several characteristics that we would like such a corpus to have when complete. These include

Representativeness. By representative we mean that the content – a collection of written and spoken language resources, should have characteristics and properties that reflect the language as a whole. We expect this collection to be diverse in terms of genre and subject matter (including, for example, newspaper text,
fiction, technical documents in different areas, educational materials, laws etc.) and of a certain size: the BNC comprises about 100 million words and there is no reason to believe that, given adequate resources, the MNC will end up being much smaller.

Accessibility. A second important desideratum is that the corpus should be easily accessible. It goes without saying that the primary access mechanism will be the Internet, and that where possible, web services will be used to deliver resources and tools. Different categories of user need to be catered for, and we are in the process of designing such services for originators, annotators, and consumers of corpus materials. An indexing scheme is in the process of being devised.

Annotation Support. Corpus materials are likely to arrive from contributors in any form, and we wish to impose as few conditions as possible on what we deem to be an acceptable form. For example, text resources received to date have been in PDF, Word, PS, and ASCII. We do not even exclude contributions on paper. At the same time, we want the possibility to annotate individual documents or sets of documents with different kinds of information and furthermore, we want to provide support for such annotation. In some cases, the annotation itself will be manual. In others – part of speech tagging comes to mind - it will be automated. In order for annotation to be possible at all, documents must conform to certain basic standards, and for this purpose, we have adopted different levels of representation, as shown in Figure 1. The idea is that the higher the level of representation, the more refined the level of automated linguistic processing.

2.2 Corpus Contents

At the outset of the project, the corpus consisted of about 1M words of news text, collected on an opportunistic basis primarily from Maltese language newspapers. The texts represent a broad spectrum of the types of articles found in these media.

Submissions are currently managed by hand using an ftp server. This is a temporary solution pending the development of a lightweight web service that will allow upload of documents and browsing of the index up to the level of filenames.

The current directory structure is highly rudimentary, being divided into the following main categories, some of which are subdivided and others which may become subdivided as the corpus grows.

- **Academic**: academic and scholarly papers.
- **Blog**: weblogs
- **Chat**: multi-party text based interaction over the internet.
- **Email**:
- **Government**: Government documents, legal notices and publications. Will probably subdivide into different government offices. EU documents will also find their place here.
- **Law**: Legalistic documents including laws and judgements.
- **Literature**: Literary works of all kinds. Will probably subdivide into poetry, prose, and drama.
- **Press**: Newspaper text from daily and weekly newspapers. The directory is currently subdivided by newspaper (Nazzjjon; Il-Mument; Kull-Hadd; Lehen)

- **Religion**: Religious and biblical texts
- **Speech**: speech data (currently empty)
- **Miscellaneous**

Table 1 summarises the current contents, not counting some documents that have been submitted on CD ad on paper.

<table>
<thead>
<tr>
<th>Item</th>
<th>Remarks</th>
<th>Date Added</th>
<th>Size (MB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Press</td>
<td></td>
<td>2005</td>
<td>1</td>
</tr>
<tr>
<td>Government</td>
<td></td>
<td>2006</td>
<td>123</td>
</tr>
<tr>
<td>Law</td>
<td></td>
<td>2005</td>
<td>25</td>
</tr>
<tr>
<td>Religion</td>
<td></td>
<td>2006</td>
<td>16</td>
</tr>
<tr>
<td>TOTAL</td>
<td></td>
<td></td>
<td>165</td>
</tr>
</tbody>
</table>

Table 1. Current Level 0 Contents

![Figure 1: Levels of Representation](image)

2.3 Corpus Representation Levels

**Level 0.** At the bottom of the heap, so to speak, we designate resources received in the ftp directory from the originator as being at Level 0, sometimes referred to as the source level. At level 0, very few assumptions about the nature of the resource are possible except basic information concerning author, title, date etc.

**Level 1.** The text level is the first level at which we are in a position to define a standard. The idea here is that this represents a minimal input standard for any kind of subsequent automated processing. Whilst the mapping between level 0 and level 1 is undertaken on an ad-hoc basis (this includes manual conversion, use of OCR etc), we aim for completely automated mappings from level 1 onwards. The most important aspect is the text encoding – for us it is UTF8. Concretely, level 1 is encoded in UTF8 and includes a lightweight TEI-style (cf. TEI Consortium 2002) header identifying and certain key features of the source text including title, author, date.
Level II. This represents a first level of actual annotation where text structure is made explicit. In contrast to level 1, we foresee several different annotation schemes operating at level II, since there is some debate about what constitutes basic text structure.

Minimally, we assume that the representation of certain characters with distinct UTF8 codes has been standardized (e.g. ‘ ’ and ‘ ’ are mapped to ‘ ’), tabs are mapped to spaces, consecutive whitespaces are mapped to single whitespace, and each distinguishable token appears on separate line, with blank lines indicating paragraph break. Other kinds of text structure might also be annotated at this level, e.g.

- tokenization with type information (i.e. with distinction between word, punctuation, number)
- sentence and paragraph boundaries
- higher level text structure. For example, in the LT4eL project (Monachesi et. al 2006), a “basic XML” format has been defined which includes a subset of the information present in an HTML document that is likely to be useful for the purposes of automatic content extraction: font styles, headings, lists, and so on.

There are many possible ways in which such annotations for text structure might be arrived at. One might compute them all together, or one might choose to identify the sentence and paragraph boundaries using one annotation scheme, tokenization using another scheme, finally combining the two together in a third scheme. Cristea and Butnariu (2004) describe how different annotation schemes can be regarded as points on a lattice so that paths between points automatically define pipeline computations for transforming one annotation scheme into another.

Level III Here linguistic annotation is introduced in order identify chunk structures (cf. Abney 1991) or trees.

Finally, higher levels of annotation, involving semantic information, such as named entities coreferencing etc, come in at level IV and beyong. These are not shown for the sake of clarity.

3. Morphosyntactic Annotation

This section describes a tagset that has been specially developed for Maltese. The tagset plays a crucial role in level III corpus annotation (the first level of annotation to include morphosyntactic information). It also plays a crucial role in the lexicon, where the morpho-syntactic properties of words are actually stored. We first describe the tagset itself. This is followed by a discussion of the annotation process.

3.1 Tagset

The tagset for Maltese is an extension of earlier work which drew directly on the EAGLES recommendations (Leech and Wilson, 1996). Since the original category set proposed by EAGLES proved to be somewhat limited to cover the full range of morphosyntactic phenomena in Maltese (cf. Gatt et al. 2003), this design was extended. Apart from the major grammatical categories and morphosyntactic features, tags for punctuation, as well as special particles specific to the Maltese language have also been included.

The tagset is structured such that every morphosyntactic tag is represented as a pair (C,F), where C is a major category, and F is a set of features, each of which is represented as an attribute-value pair. Table 2 lists the major categories, whilst Table 3 shows the full feature set.

<table>
<thead>
<tr>
<th>Major categories</th>
</tr>
</thead>
<tbody>
<tr>
<td>noun</td>
</tr>
<tr>
<td>verb</td>
</tr>
<tr>
<td>modifier</td>
</tr>
<tr>
<td>pronoun</td>
</tr>
<tr>
<td>determiner</td>
</tr>
<tr>
<td>adposition</td>
</tr>
<tr>
<td>negation</td>
</tr>
<tr>
<td>verb aspect</td>
</tr>
<tr>
<td>marker</td>
</tr>
<tr>
<td>conjunction</td>
</tr>
<tr>
<td>existential</td>
</tr>
<tr>
<td>interjection</td>
</tr>
<tr>
<td>punctuation</td>
</tr>
<tr>
<td>residual</td>
</tr>
</tbody>
</table>

Table 2. Major categories in the Maltese tagset

<table>
<thead>
<tr>
<th>Feature set</th>
</tr>
</thead>
<tbody>
<tr>
<td>Level</td>
</tr>
<tr>
<td>Features</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>type</td>
</tr>
<tr>
<td>person</td>
</tr>
<tr>
<td>number</td>
</tr>
<tr>
<td>gender</td>
</tr>
<tr>
<td>attachment</td>
</tr>
<tr>
<td>negation</td>
</tr>
<tr>
<td>dimension</td>
</tr>
<tr>
<td>degree</td>
</tr>
<tr>
<td>aspect</td>
</tr>
<tr>
<td>tense</td>
</tr>
<tr>
<td>mood</td>
</tr>
<tr>
<td>case</td>
</tr>
</tbody>
</table>

Table 3. Major categories and features in the Maltese tagset

As shown in table 3, features are divided into two levels. This division was primarily aimed at splitting the task of annotation into two stages: Level 1 features were annotated during a first pass; Level 2 features, which tend to be more limited in their distribution, were annotated during the second pass.

Within any major category, the most important feature is type, whose values distinguish between different subclasses of the
category. Thus, elements of category noun can be of type common
or proper, verbs fall into main and auxiliary types, and so on.
To illustrate, table 4 displays the main types of verbs and nouns
(i.e. the values of the type attribute for these categories).

<table>
<thead>
<tr>
<th>Major Category</th>
<th>Types</th>
</tr>
</thead>
</table>
| noun           | 1. common
                | 2. proper           |
| verb           | 2. main
                | 3. auxiliary
                | 4. copular
                | 5. participle
                | 6. modal           |

Table 4. Values of type for the main categories
of noun and verb

The type for any category is meant to make distinctions that exert
an influence on the morphosyntactic structure of a phrase, rather
than semantic distinctions. For example, the personal pronouns in
Maltese have a copular function, exemplified in by huwa in (1); in
such cases, the pronoun is marked as copular verbs.

(1) dak huwa hija
dem-3SgM he-3SgM (Pro-3SgM) brother-1Sg-Gen
‘that is my brother’

Clearly, not all features are defined for all categories. Thus,
aspect pertains only to elements of the verbal category, while
case is only annotated in two cases: that of nouns explicitly
marked for the genitive (which is limited to a subset of nouns in
the Construct State, exemplified in (2)), and the adposition lil,
which functions as an non-nominative marker, as shown in (3).

(2) Mart Toni
dem-3SgM Tony
wife-gen ‘Tony’s wife’

(3) Pietru ċempel lil Ġanni.
call-P3Sg prep-non-nom John
‘Peter called John’

One of the advantages of this layout is that it is possible to define
which features pertain to a particular category type. This is
important, in that the application of features such as tense and
aspect is not always straightforward (cf. Fabri, 1996 for
discussion). Thus, it has been argued that main verbs in Maltese
are only inflected for aspect, rather than tense. The exception is
the auxiliary kien, which functions as a tense marker,
distinguishing between past and non-past. A further category, that

of verb aspect markers, deserves special mention. This category
was introduced to accomodate particles whose function is to
further mark the event structure (aksionsart) of verb phrases, over
and above the information supplied by the inflectional
morphology of the verb itself. The category could not be
incorporated with verbs, because none of the features that apply to
the different verb types applies to them (e.g. they are not inflected
for gender or number). Moreover, the aspect attribute does not
apply to these elements, because it is incorporated in the type
attribute. Examples of the two types of aspect markers,
progressive and prospective are shown in (4) and (5).

(4) kien qed jiekol
    be-past prog eat-prog
    ‘he was eating’

(5) kien se jiekol
    be-past fut eat-prog
    ‘he was about to eat’

Another category, that of modifiers incorporates both adverbs and
adjectives. These are distinguished by the type attribute. The
reason for this is that there is a large class of modifiers with both
an adjectival and an adverbial function in the Maltese language.
Distinguishing these using different categories would fail to
capture a potentially useful generalisation for future users of the
corpus. Of the other features, one of the most important is
attachment. This was inherited from the original EAGLES
recommendations, and distinguishes between morphosyntactically
independent elements, and clitics.

3.2 Level III Annotation

Morpho-syntactic annotation of the corpus is highly labour
intensive, and yet is a prerequisite of almost any semantic
analysis of corpus materials. Clearly, an automatic solution needs
to be devised using an appropriate part of speech tagger. Many
tagging algorithms are available. We are currently using the Rule-
Based Tagger developed by Brill (1996), to automatically
annotate increasingly large samples of the corpus.

The work is being carried out in three stages. During the first
stage, a random sample of ca. 3000 words was taken from the
newspaper corpus. This was manually annotated with Level 1
features during a first pass. Following validation of the output of
the first pass, Level 2 features were added. During this initial
phase, the tagset was expanded to accomodate distinctions that
were deemed useful because of their frequency. For instance, the
category of existentials was introduced at this stage (following the
practise adopted for Version 2 of the CLAWS tagset for the
British National Corpus), to mark existential uses of
demonstrative pronouns, as shown in (6).

(6) hawn wiehed ragel
    dem-3Sg/Ex one-SgM man
    ‘here is a man’
Following this initial phase, a new sample, of a further 3000 words was collected, and annotated manually.

Our decision to use the Brill tagger was motivated by the fact that it encodes generalisations made from training data as rules which can be manually edited for corrections. The automatic annotation is proceeding in train-text-retrain cycles. Small samples are annotated using the tagger and manually corrected. Subsequently, the newly annotated samples are added to the training data and the tagger is retrained.

Future work on annotation is now proceeding in two directions. The first, and most urgent, is the completion of the automatic annotation for a large text sample. The main sticking point here is the provision of training data for the tagger.

Secondly, we are investigating the relationship between the tagset and the contents and organisation of entries in the lexicon. For this to be possible we need to have very clear ideas about:

- The nature and representation of tag information;
- the relationship between information carried by tags and information carried by lexical entries;
- the nature and representation of lexical information;
- the sharing of information between lexical entries.

For the purpose of answering these questions as well as developing a practical system we are developing a special-purpose description language called ODL (Object Description Language) for lexical information. The language provides a way for the linguist to specify what constitutes a possible lexical entry taking account of internal dependencies and constraints between data fields.

A key component of this investigation concerns developing a simple description language to handle inheritance of features and values within the lexicon. This is based on the kind of inheritance found in object oriented programming languages, hence the name: ODL (Object Description Language). This is discussed in the next section.

4. OBJECT DESCRIPTION LANGUAGE (ODL)

4.1 Lexical Information

ODL is a very simple object-oriented description language for lexical information. It is based on a notion of class which is very similar to that used in object oriented programming languages such as Java or C#.

The main assumption underlying the language is that lexical information, i.e. the information associated with lexical entries, is expressed in the form of classes, and that a class is a collection of attribute/value pairs. This approach has a long tradition, underlying the constraint-based unification grammar approach to language processing typified by, e.g. PATR2 (Shieber 1984), FUG (Kay 1985) and many others (GPSG, HPSG, TFS etc).

An important and useful aspect of being able to create classes (e.g. part of speech classes) is that of providing each with a general default set of attributes and values which would first of all be applied automatically to new words entering the lexicon, and secondly would list only those values which are applicable to certain attributes.

The language thus includes three classes of symbol which, for the purpose of this article, are distinguished notationally as follows:

- Classes (written in uppercase)
- Attributes (written with initial uppercase letter)
- Values ( lowercase or integer)

Examples of classes might be NOUN, PROPER_NOUN, COMMON_NOUN, VERB, TRANSITIVE_VERB, etc. Typical attributes for these classes might be Category, Number, Gender, Case, and typical values of the respective attributes might be noun, sing, masc, gen. With these symbols we can define arbitrary sets of attributes and values.

A Maltese word like kelb (dog), for example, might have a lexical entry that comprises the following set of attributes and values:

```{Category,noun},
{Number,sing}, {Gender,masc} }
```

Clearly, only some collections of attributes and values make sense, linguistically speaking. For example, the following is linguistic nonsense

```{Category,verb},
{Case,gen}, {Dimension,masc} }
```

The idea behind an ODL description is (a) to precisely characterise the set of well formed classes and (b) to serve as a formal basis for the efficient compilation of the entire system of well-formed classes.

Currently we are experimenting with the possibility of flattening out classes into a bit string which is stored as a single record in a conventional database table. The result is that the database data structure, based on the ODL code, is compiled and stored prior to the building of the actual lexicon.

An ODL description contains the following parts in order:

1. Enumeration Declarations
2. Class Declarations
3. Rules (Optional)
4. Replacement Declarations (Optional)
5. Macro Definitions (Optional)

The next sections discuss each of these in turn.

4.2 Enumeration Declarations

These enumerate the set of allowed values for a given attribute:

```enum Cat (noun, verb, adj, pronoun)
enum Type (common, proper, main, aux)
enum Number (sing, dual, plur. *)
enum Case (gen, non-nom, *)
```

The value * is a special wildcard symbol which allows an
attribute of a word in the lexicon to remain “unspecified”. During subsequent processing, this unspecified value is consistent with the any of the normal values in the enumeration.

The absence of * in an enumeration implies that a normal value must be present for a well-formed class involving that attribute.

### 4.3 Class Declarations

These define the attributes and values that make up a class, e.g.

```python
class NOUN
{
    Cat           = noun;
    Type          = common | proper;
    Number        = *;
}
```

The compiler checks that the class declaration is consistent with the enumerations already specified.

The example shown is valid because \{noun\}⊆Cat, \{common,proper\}⊆Type, and Number is unspecified.

### 4.4 Class Inheritance

As in object oriented programming languages, the class system supports inheritance. For instance:

```python
class PRONOUN: NOUN
{
    Case = *
}
```

states that the PRONOUN class extends the NOUN class by adding a Case attribute to the set of attributes already belonging to NOUN.

There is of course potential for conflict in such a system. For instance, noticing that, as a consequence of inheritance, PRONOUN will have Cat = noun, we might wish to write:

```python
class PRONOUN: NOUN
{
    Cat = pronoun
    Case = *
}
```

for which the value of the Cat attribute conflicts with that inherited from NOUN. The solution to all such conflicts is to establish precedence rules which allow information to be overwritten in a systematic way. In this case we require that the more specific inheriting class (PRONOUN) to overwrite information supplied by the more general inherited class (NOUN).

Sometimes we will want to define a class which inherits attributes and values from more than one subclass. In this case, we write

```python
Class CLASS: CLASS1, CLASS2,...,CLASSN
```

Once again, the conflict can be resolved provided that we can establish unambiguous precedence relations between the classes.

This problem is not a new one, having been discussed extensively within AI/Knowledge Representation communities some 20 years ago. In the special case of language, several articles on inheritance and the lexicon appeared in a special issue of Computational Linguistics (Gazdar & Daelemans 1992).

We are still experimenting with an appropriate solution but in the first instance, propose to follow the example of Russell et al. (1992) by using an algorithm based upon that used in Python 2.3. This is currently described on the Python website at www.python.org.

### 4.5 Rules

A well-known fact about Maltese is that plural entities are without gender. This fact implies that any well-formed class having a Number attribute equal to plur should not have a Gender attribute. ODL includes rules of the following kind to state such information:

```
if (Number == Plural) { !Gender }
```

This kind of information is used to maintain the well-formedness of defined classes in two ways:

- to prevent invalid information from entering the system in the first place (e.g the lexicon editor should disallow any attempts to provide a value for gender if the number is equal to plural) and
- to ensure that any combinatory operation that is employed by the system (e.g. class inheritance) never produces a class that conflicts with the rules.

Since these are the only ways classes can come about, we can thus guarantee that information represented by classes is completely consistent with the linguist’s specification.

Currently, these rules are employed at user interface level. If a class satisfies the rule antecedent, the consequent is automatically asserted.

Where a consequent has the form !Attribute, as in the example above, we assign the distinguished symbol “~” as value of that attribute. This behaves just like any other constant, in that an attribute having it as value will only combine with another attribute having the same value. In other words, there is no possibility of combining a non-existent attribute with one that exists.

Finally, unlike other attributes, we require that those having “~” be invisible to the user. This will be taken into account by the display algorithms which are still being designed.

### 4.6 Replacement declarations.

These rules are used displaying attribute values in a
shorthand fashion. To illustrate, the rule
from Category replace Noun with n;

indicates that Noun is usually written as n. in a dictionary

4.7 Tag Definitions

The tagset described in section 3 is in the process of being linked
to the object system. This is achieved by defining each tag using
tag definitions.

An example of a tag definition would be:

tagdef NNSM on Noun
{ Category = Noun;
  Type = Common;
  Number = Singular;
  Gender = Masculine; }

A tag is defined on a particular class, and thus, can only include
attributes which are allowable in that class. Therefore, a tag
defined for the Noun class cannot be applied to a Verb class and
vice versa. Moreover, the attributes in the tag defined on the Noun
class must exist in the Noun class itself. Finally, the values
specified must be normal values (not wildcards and no
disjunctions).

5. Implementation

The project is in an intermediate state of implementation.

A database server provides the central storage for the system, and
all transactions that take place are processed on the server.

There are currently two main databases: one for handling corpora
as described in the section 2 of the paper, one for the lexicon, and
one for have been created were created for this purpose. The
corpus database holds information about corpus documents. one
which maintains the wordlist and serves as an outside contact with
the external world, and the other which serves as the actual
lexicon storage, which in turn, can only be modified internally.

5.1 Corpus Database

In order to support multiple levels of annotation, our corpus is
organized along two dimensions. At the top level is a catalogue of
Level I raw text files. File information, which currently includes
author, category of text and other attributes are maintained in a
database table – as depicted by the table structure in figure 2
pointing to individual untagged files (shown shaded solid). In
parallel to this, every raw file is associated with an arbitrary
number of Level II files representing different levels of
annotation. These different versions of the same file are depicted
using different kinds of stripe in the same figure.

5.2 Lexicon Database

The lexicon itself is implemented as a database of entries which
provide information about words. In order not to prejudice the
kind of information that might be represented, we assume that,
conceptually at least, it takes the form of attribute value pairs. We
have seen how in section 3 how this works for morphosyntactic
information, and subsequently, we hope to extend the approach to
deal with the semantic and phonological properties of words.

The current implementation is structured around a general
purpose database table containing information the word itself, its
stem or root, and associated morphosyntax. The latter property
was implemented as a long integer bit field, since this is
extremely efficient for the purpose of when queries are made.
Using a bit field to represent all the possible parts of speech
implies the following assumption however: the total number of
parts of speech values must not exceed 63. For simple parts of
speech, this is more than enough. However, for more general
attribute-value structures, it is is clearly inadequate.

Clearly, a database based on hierarchical feature structures
provides for a more logical and elegant data representation.
However, a disadvantage of such systems is that at the moment
of writing that they are not able to efficiently cope with large
amounts of data.

A challenge is therefore going to be how to reconcile the
efficiency of the relational database approach with flexibility of
feature structures.

This can be fairly easily achieved by relational databases, though
admittedly, these do not provide such an elegant and hierarchical
structure to the data within since they are oriented towards
general purpose solutions.

A issue which we will have to revisit is how to best harness the
limited capacity but efficient bit string implementation with the
more general, more elegant but less efficient representation
offered by feature structures.

A simple list of records lying in a database can to some extent
provide reasonable ‘dynamic’ structure through the use of queries.
Thus, if for example, all the nouns are required, comparing a parts
of speech bit fields with each other should be fairly efficient. The drawback with this approach is that queries must be computed in real time.

5.3 Lexicon Editor

The system currently includes a Lexicon Editor (Led) whose main function is to enable a linguist to create and maintain lexical entries. Led uses ODL in two ways.

At start-up, the lexicon editor parses the ODL file containing all the class, rule and macro definitions. Then, it modifies its word-entry interface to reflect the classes found in the ODL file, together with its attributes and values each one can take.

Since the database back-end receives data which is already in relational database format, the lexicon editor takes on the important role of processing the ODL definitions which then are applied on new words, thus transforming them correctly into database records.

Apart from allowing additions and deletions, the lexicon editor also caters for the editing of entries as well as the construction of queries using a query editor. It must be said that the ODL file read in the editor at start up is verified and checked to see that it has not been modified, as such modifications can compromise the lexicon. One central ODL file, residing on the server is maintained, and any remote lexicon editor starting up compares its ODL file version with the one maintained on the server. If the former or the latter differ, the ODL file on the server is automatically downloaded on the client, parsed and used to start up the lexicon editor.

5.4 Wordlist Database

The wordlist database, which essentially is open to anyone who would like to submit words, feeds the lexicon in a controlled manner, the lexicon administrators deciding which words should go in and which should be rejected

5.5 Website and Web Services

The system resides at http://mlrs.cs.um.edu.mt The website currently provides some basic public information about the project, access to ftp services for uploading source materials and downloading updated project documents.

Since the system will in the future be inevitably used by other applications or projects, which may or may not be written for the same framework in which the system in question is written, web services have been used wherever possible to mediate database access. Currently web services are mainly provided to support lexicon construction as discussed in greater detail in section 3 of this paper.

The starting point for lexicon construction is a wordlist, and we therefore provide a web services to support a web interface for extraction of words from documents, and maintenance of wordlists. The functionality of the service is implemented as follows:

1. User submits text, files or page URLs.
2. These resources are scanned and the words extracted from them and displayed.
3. User edits the resulting lists of extracted words manually
4. User submits final version for incorporation into the wordlist database.

The wordlist submission website also provides a simple interface for submitting documents to the Corpus Database mentioned in section 5.1

6. FUTURE WORK

6.1 Web Portal

Since we are developing a national resource, we place a very high priority on the public profile of this project. The current website does not yet add up to a portal containing a an integrated suite of tools and resources. Moreover, the contents are only partially accessible to members of the public.

Our immediate goals is to remedy this shortcoming by developing some simple public web services (as opposed to raw ftp) which will allow submission of primary content, and browsing of primary content filenames. For legistetic reasons, viewing of primary content will be restricted to registered users. A legal framework within which defines the copyright of submitted materials is currently in preparation.

In the medium term, the web services available will depend largely upon the availability of the associated linguistic tools. Some of these, (e.g. POS tagging) are relatively straightforward to implement Others (e.g involving morphological analysis) raise further questions and will take longer.

6.2 Lexicon Structure and Morphological Analysis

The present lexicon is full form. This means that even though words such as kiteb (book) and kotba (books) are closely related, they have entirely separate lexical entries. Clearly, there is considerable scope for the sharing of lexical information between such entries. We want to write the lexical information just once, associate it with the most general entry (in this case the singular word, or possibly the root k-t-b) and arrange for the information to be inherited by more the more specific variant or variants.

This has two implications. One concerns lexical structure and inheritance. If the information associated with lexical entries are classes, we need to elaborate not only on the inheritance mechanisms at work, but also on various categories of lexical entry. Which are the most general forms? Are there special classes which have the role of abstract classes not attached to an actual word - for example - triconsonantal roots? We are looking for an appropriate lexical structure, that is, a system of classes and associated inheritance mechanisms that fit the special case of Maltese.

The second issue concerns the ability to recognize the relationship between the word forms through morphological analysis. This is particularly important for a morphologically rich language like Maltese where a word can have tens and possibly hundreds of different forms. Unfortunately, a computationally tractable
description of Maltese morphology is not available off-the-shelf. Some preliminary work has been carried out using a finite state approach (Rosner 2003) but much work remains to be done.

6.3 Semantic Information: Wordnet
The incorporation of semantic information into lexical entries is not only important is not only a standard feature of dictionaries and thus in its own right, but essential for certain classes of application program. Examples include automatic query expansion (synonyms required), document classification (are the high frequency words associated with domain X or Y), and of course machine translation.

Fortunately, quite a lot of the work has already been done for other languages in this area by the WordNet community (Fellbaum 1998) who have succeeded in creating a lexically based hierarchy of concepts called synsets for English together with various interfaces for accessing the information. We intend in the first instance to include references to the EuroWordNet concept hierarchy (Vossen 1998) into our own lexical entries.

6.4 Linguistically Sensitive Tools
The longer term aim of the groundwork being carried out in this project is the creation of computational tools that make use of the information available in the lexicon. Many such tools are envisaged.

A tokeniser is already available. A part-of-speech tagger will become available before the project is finished, and this will enable us to tag large quantities of text.

In the immediate future, we hope to develop a chunker for recognizing noun and verb groups will be within our grasp soon afterwards. These will act as enablers for more elaborated document-processing tools including those for exploring semantic content.

In the medium term we see grammar and style checking as an achievable goal, but these depend upon the elaboration of an appropriate grammar model for Maltese. Such work involves exactly the kind of cross-disciplinary effort that the project is intended to promote.

7. CONCLUSION
This paper represents ongoing work, describing the first year of a two year project. Many of the loose ends that have been identified will be resolved before the end of the project. Others of course, remain long term research goals, and we hope to be able to participate in their achievement beyond the confines of the project.
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ABSTRACT
We present ‘How Did I Find That?’ (HDIFT), an algorithm to find web pages related to categories of bookmarks (bookmark folders) or individual bookmarks stored in a user’s bookmark (or favorites) file. HDIFT automatically generates a query from the selected bookmarks and categories, submits the query to a third-party search engine, and presents the results to the user. HDIFT’s approach is innovative in that we select keywords to generate the query from a bookmarked web page’s parents (other web-based documents that contain a link to the bookmarked web page), rather than from the bookmarked web page itself. Our initial limited evaluation results are promising. Volunteers who participated in the evaluation considered 20% of all query results to be relevant and interesting enough to bookmark. Additionally, 56.9% of the queries generated yielded results sets (of at most 10 results) containing at least one interesting and bookmarkable web page.

1. INTRODUCTION
Users who browse the Web store references to pages that they would like to revisit in their Web browser’s Bookmark (of Favorites) file [1][2]. Sometimes, some users organise their bookmark file to collect related bookmarked Web pages into the same category, [1][2]. Frequently, bookmark files become disorganised over time, with categories containing references to pages about unrelated topics, and stale references (e.g., to pages that no longer exist) [9]. Some research has been conducted into why users bookmark Web pages and how they use those bookmark files [1][9][2]. There seems to be little research into how a user’s bookmarks can be used to automatically find related content on the Web [6].

Manually finding Web pages that are interesting, relevant, and useful enough to bookmark usually takes considerable effort. Users must think of a query that might satisfy a requirement. Search results must be looked at to see if the query has really been satisfied. The query may undergo a number of reformulations until a satisfactory Web page is found by a search engine. Once the user has visited the page, the user may bookmark it to support a re-visit some time in the future. Sometimes a user may decide to search for more information related to a bookmark or a collection of related bookmarks. But all the effort that was put into deriving queries in the first place has been thrown away. Can the user remember what query was used to find each bookmark in the category? [14][5][10][5] store queries submitted during a user session that eventually results in a bookmarked page.

Rather than relying on user generated queries, ‘How Did I Find That?’ uses a Web page’s ‘context’ to automatically generate a query. The query is submitted to a third-party search engine1, and a page of up to 10 results is shown to the user. Eventually, ‘How Did I Find That?’ will be incorporated into a Web browser, and will automatically and periodically search for relevant web pages. For the time being, users can select individual bookmarks or whole categories of bookmarks as the basis of their search. A query is composed from the top ranking terms that occur in the context of the selected bookmarked web pages, and at most ten results are shown to the user. In our evaluation (see section 5), 56.9% of the results sets for 58 automatically generated queries contained at least one relevant result that was also bookmarkable (on average there were 1.72 bookmarkable results per results set).

This paper is organised as follows: Section 2 discusses similar work. We describe our approach to automatically generating queries from Web browser bookmark files in section 3. The evaluation approach and results are described in sections 4 and 5 respectively. Finally, we discuss the results and our future work in section 6.

2. BACKGROUND AND SIMILAR SYSTEMS
There is little research about automatically generating queries from a collection of bookmarks maintained by a user. Web browsers, such as Microsoft Internet Explorer, Mozilla, Mozilla Firefox, and Safari, contain tools for managing interesting pages that a user intends to revisit as bookmarks, but the tools are mostly deficient, unhelpful at reminding users how and in what context the pages had been bookmarked [9]. The bookmark files themselves are not without problems.

1For this study, we used Google at http://www.google.com.
Although users may organise bookmarks into a hierarchy of folders (or categories, as we call them here), effort is required to maintain them, and they can quickly become out of date or disorganised [1][2]. However, from an adaptivity point of view, bookmarks are useful because they contain documents that a user has found relevant and useful enough at some point to actually keep a record of them [7].

Queries to automatically search the Web are generated for a number of reasons, including helping users find relevant information while browsing [4][3][1][10][5], acting as a search intermediary [13][14][10][5], or creating and sharing paths through related material [6].

Queries may be automatically generated by identifying terms that describe a user’s interest. Systems that help users to find relevant information while browsing typically use terms extracted from the pages that the user has visited recently. HyperContext identifies a “context path” as a collection of pages visited during a “context session” [15]. Nakajima, et. al., defines context as the collection of pages that have been visited between a search page and a bookmarked page [10]. El-Beltagy, et. al., define context as the description extracted from the centroid of a document cluster [7]. Bugaja and Saake extract terms from web pages that are bookmarked in the same category and uses them to construct a query to find relevant web pages [5]. [14] incorporate an explicit query submitted by the user which is modified following relevance feedback.

The most common approach to identifying significant terms is based on a modified TFIDF [7][10][14][15][5], though others use, for example, a Simple Bayesian Classifier [3] or Association Rules [4]. In TFIDF, terms occurring in documents are ranked according to a weight that takes into account the frequency of term occurrence within a document (Term Frequency) as well as the number of documents in which the term occurs (Document Frequency) [12]. In information retrieval, a term that has a high frequency of occurrence within a particular (relevant) document and that occurs in few documents in the collection is considered to be a good discriminator between relevant and non-relevant documents, so the Inverse Document Frequency (IDF) is used to calculate a term weight. On the other hand, we are more interested in identifying those terms that occur in documents seen recently by a user (or which occur in some cluster or co-occur in some bookmark category) and that are likely to enable us to find more relevant documents. In this case, terms which occur frequently in individual documents and in a large number of documents seen by the user are likely to be good descriptors of a user’s interest. Like Nakajima, et. al. [10], HyperContext extracts terms from documents visited during a “context session”, but unlike Nakajima, et. al., it does not require that a ‘context’ begins with a search page (so it can operate with no user input), and it does not count all the terms that occur in the documents. Rather, it identifies segments called “context blocks” around the links that are followed by users. Terms that are used in the automatically generated query occur frequently in context blocks as well as in a large number of documents visited during the context session [15].

3. APPROACH

Let’s say that we have a Web browser bookmark category containing a number of bookmarks that have been manually bookmarked and organised by a user. If we can find out what it is about these Web pages that makes them related, then we should be able to generate a query that would return other related documents in a query results set.

We could have identified frequently occurring terms that occur in most of the documents contained in a bookmark category (or, simply, the highest occurring terms if a single bookmarked document is selected by the user), or created a cluster centroid from the category members, but instead we have chosen to apply a modified HyperContext [15] approach. In HyperContext, an accessed document is interpreted in the context of the link, or parent, that was followed to access it. An interpretation is a collection of keywords describing the document that are relevant in that context [15]. To generate a query from a bookmark category, we can create a category centroid based on the bookmarks’ interpretations. HyperContext does not generate queries from bookmark files, and in ‘How Did We Find That?’ we do not have access to a user’s path of traversal that eventually resulted in a document being bookmarked.

We have modified the HyperContext approach for ‘How Did I Find That?’ to look at a number of Web pages that contain a link to the bookmarked document (parents), because we do not know which link was followed by the user before the page that was bookmarked was accessed. We extract the region in each parent for each parent of each bookmark that contains the source of the link and create a centroid representation. We rank the centroid’s (stemmed) terms (after stop-words have been removed). In this way, the query is automatically created from a bookmarked page’s parents, rather than from the bookmarked page itself.

3.1 Processing Steps

HDIFT is a Python 2.3.4 program that interfaces with the Extended Boolean document indexing and retrieval system SWISH-E\(^2\) and the Google Web API\(^3\).

As shown in Fig. 1, there are six processing steps involved. We first enable a user to select a bookmark or category about which she would like to find similar documents. We then find twenty of each of the selected documents’ parents, and process them to find the ‘context blocks’; the regions that contain links to the selected bookmarked web page. We merge the context blocks to create a centroid, and construct a query from the 10 top-ranking terms in the centroid. The query is submitted to Google through the API, and the results are displayed to the user.

The first step assumes that a user has chosen a bookmark or category for which she would like to find relevant Web pages. HDIFT then interfaces with Google through the Google Web API to identify the parents of a Web page (using the ‘link’ operator in the Google query). As the processing overhead to identify a context block in a parent can be quite high, we limit the number of parents per bookmarked page to 20. As

\(^2\)http://www.swish-e.org

\(^3\)The Google API is available from http://www.google.com/apis. There is a limit of 1000 queries and 1000 results per query per day using the API.
these are ranked according to Google’s PageRank algorithm [11], we have identified the 20 pages most likely to be used to access the bookmarked page.

The parents must be English-language documents. We define a document to be an English-language document if at least 5% of the terms in the document (ignoring HTML tags) are English language stopwords. If less than 5% of the terms in the document are English language stopwords, then we reject the document4. The next task is to identify the context blocks, the regions in each parent that contain a link to the bookmarked web page. We search through the text to identify the location of the link anchor, and once we find it, we scan the document to identify the context block. The context block is an HTML chunk between delimiters. Examples of delimiters are the heading tags (\texttt{\textless H1\textgreater, \textless H2\textgreater, etc.), horizontal rule (\texttt{\textless HR\textgreater}), and table elements (\texttt{\textless TR\textgreater, \texttt{\textless TD\textgreater}). In addition, we limit the context block to 100 words or less.

Once a context block is identified it is written to a text file for subsequent indexing. If a user selects a category of bookmarked pages, then rather than just one bookmarked page, each context block from each parent of each bookmark in the category is written to a separate text file for indexing. Once all the context blocks have been identified, SWISH-E is used to generate a central index. Stopwords are removed during the indexing process, and the terms are stemmed using SWISH-E’s stemming option. Eventually, when the top-ranking terms are used in a Google query, the original terms, rather than their stems, must be submitted. Therefore, we also keep a map of the stems to their originals.

Once the central index has been created, we can process it to create a centroid representation of the cluster of context blocks to extract n terms with the highest rank to construct the Google query. SWISH-E provides a mechanism whereby all term information can be accessed. The frequency information is in the form of a set of document IDs and an indication of where in the document the term has occurred (e.g., in a title or heading, etc.) for each occurrence of a term. We convert the frequency information into a term weight, which takes into account each term’s Document Frequency (expressed as a percentage of contexts of bookmarked web pages in the collection in which the term occurs), and derive an average weight for the term. We then extract the top 10 term stems with the highest average weights (after removing terms shorter than 2 characters in length), look up the original terms for each stem (ORing the terms if the stem has been mapped to more than one original), and concatenate the terms into a query string. A completed query string might look like ‘firefox extension OR extensions download OR downloading OR downloads OR downloder tab OR tabbed OR tabs opera mozilla web windows OR window page OR pages links OR link google’.

Finally, we submit the query to the Google Web API using PyGoogle5, and display the top 10 results to the user.

4. DATA COLLECTION
We evaluated ‘How Did I Find That?’ during September-October 2006 by asking volunteers to anonymously upload their Bookmark (or Favorites) files to the HDIFT Web server and then to select one or more bookmarks or categories of bookmarks to run HDIFT against. Volunteers were recruited by e-mail from undergraduate and postgraduate students in the Department of Computer Science and AI at the University of Malta, the WebIR mailing list7, and lecturers and students in all disciplines at the University of Malta. A total of 20 unique bookmark files were uploaded. Once a bookmark file was uploaded, each volunteer was given a unique HDIFT ID to enable them to return to view their own results and give feedback.

Once a selection was made, a server-side script extracted the URLs associated with the bookmark or category and prepared a file for input to the HDIFT algorithm. The HDIFT algorithm generated a query and submitted it to Google, using the method described in section 3.1, and stored the results of the query on the server. As HDIFT generates queries based on frequently occurring terms that appear in the context blocks of the bookmarked web pages’ parents, if a page does not have parents (a request to Google with the ‘link:’ operator finds no documents) then it may not be possible to generate a query. In addition, a generated query may have no results returned by Google. Each query has a maximum of 10 results, equivalent to the first page of results that Google returns. It is possible that there are more than 10 results, but given Jansen’s et. al. findings [8] we assume that for the majority of users, there should be relevant information in the first 10 results. There are five feedback levels: ‘I would bookmark this’, if the page was relevant and the user would bookmark it; ‘ Relevant, but I wouldn’t bookmark it’; ‘Not given yet’, a default value to indicate that the user has not evaluated the result; ‘Error opening page’, because it is possible for a page to be off-line or removed; and ‘Not relevant’. Evaluators were asked to try to evaluate as many results as they could. Once feedback had been submitted, it was not possible to modify it.

Volunteers could select as many categories and bookmarks as they liked. In addition, volunteers could return on up to five separate occasions to make additional selections. Finally, there was no way to limit file uploads (unless we ran out of HDIFT IDs), so it is possible for the same volunteer to upload the same bookmarks file several times and make more selections. We could tell if the bookmark files were bit identical that they were probably submitted by the same person, but this happened only once, and selections were only made off one of the duplicate bookmark files anyway.

In all we collected 20 bookmark files, at least one selection was made off 16 of them, 267 valid queries were generated in all (a valid query has at least one Google result) and feedback was given on 58 of the valid queries (21.7%). In the next section, we evaluate the results of the valid queries.

5. RESULTS

Although only limited feedback was obtained (only 20 bookmarks files submitted, and feedback on results given on only 58 out of 267 valid queries), the results are promising. A detailed breakdown is given later in this section, but overall, Google returned 502 results in all for the 58 queries. Of these, 19.9% were considered good enough to bookmark, 23.9% were relevant but the user did not think they were worth bookmarking, and 35.5% were not relevant. Feedback was not given at all on 16.5% of the results, and there were HTTP problems with the remaining 1.2% (Google would have returned the page in the results set, but the page may have been non-responsive when the user tried to access it). Furthermore, the results sets for 56.9% of the queries on which feedback was given contained at least one result that the user considered worthy of bookmarking.

5.1 Analysis of the Bookmark Files and Overall Selections

In all, 20 bookmark files were uploaded, with users making selections of categories and individual bookmarks from 16, and giving feedback on the results of queries generated from selections made from 7 bookmark files. In all, 145 categories, containing an average of 16 bookmarks each, and 331 individual bookmarks were selected from 16 bookmark files, yielding a total of 476 attempts to generate a query. There were 267 valid queries generated (queries which when submitted to Google returned at least one result), meaning that there were 209 failed attempts. The failed attempts can be differentiated between failure to generate a query, and failure to obtain results following a query. We generated a query but failed to obtain results 11 times for category selections and 18 times for individual bookmark selection. We failed to generate a query 13 times for selected categories, and 167 times for selected individual bookmarks. We explain the high failure rate for individual bookmarks in subsection 5.2.

There were 121 valid queries (i.e., queries with results) from selected bookmark categories, and 146 valid queries from selected individual bookmarks. Feedback was given on the results of 58 queries in all, 31 queries generated from categories and 27 generated from individual bookmarks. In all, 502 results were provided for the 58 queries, and feedback was given on 413 of them.

As shown in Table 1, more results overall are considered bookmarkable when the query is generated from a category, rather than from an individual bookmark. The number of non-relevant results increases when the query is generated from individual bookmarks. On average, 1.72 results per query were considered bookmarkable, with 0. the lowest and 6 the greatest number of bookmarkable results per query. We also measured the degree of satisfaction with the results by the rank in which Google returned results (Fig. 2).

We can see that the number of non-relevant results (Fig. 2c) seems to be unaffected by rank. The number of bookmarkable results (Fig. 2a) is highest at P1 independently of whether the query is generated from a category or an individual bookmark.

5.2 Discussion of Results

Apart from the low number of responses to the request for volunteers to assist with the evaluation of HDIFT, and the large number of user selections from bookmark files made without feedback being given on the results, the most significant figure is the failure to generate a query for a high number of selections made from bookmark files. In all, out of 476 bookmark selections made, 209 (43.9%) failed to result in a generated query. This was a far greater problem for individual bookmarks than for categories of bookmarks, with only 13 failed queries out of 145 (9%) selected categories, but 167 failed queries out of 331 (50.5%) selected individual bookmarks. We analysed the reasons for the high percentage of failed queries for individual bookmarks and discovered that 47 (28.1%) HTTP requests for the Web page resulted in an error code; the servers hosting 6 (3.6%) pages were unresponsive at the time of the request, and for the remaining 114 (68.3%), a ‘link’ request to Google for documents linking to the page yielded no results.

Feedback was given on the results of 58 queries. In all there were 413 Google results generated on which users gave feedback for the 58 queries (83 additional results were not given feedback on, and six results gave the user an HTTP error code on access). Of these 413 results, only 7 web pages in the results already existed in the users bookmark file (in the same category or individual bookmark that was used as a basis to generate the query). The feedback given on these results have not been separated out from the global results given above. Interestingly, and even though the users had already bookmarked these web pages for the selected category or individual bookmark, only two of the results were considered interesting and bookmarkable. Another two results were considered relevant but not bookmarkable, and another two were considered not relevant! User feedback was not given on the final, already bookmarked, result. In future, we will remove Google results that already exist in the same user selection.

6. FUTURE WORK AND CONCLUSIONS

We have described ‘How Did I Find That?’ (HDIFT), an algorithm to find Web-based material that is related to Web pages that a user has bookmarked in the past. A user can select a category of bookmarked web pages, or individual bookmarked web pages from their personal bookmark file and HDIFT will automatically generate a query based on the selection, submit the query to Google, and present the
results to the user. Rather than generating the query directly from the bookmarked web pages, we download up to 20 of the document’s parents (found using Google’s ‘link:’ modifier) and create a centroid representation of the context. We use the centroid representation to construct a query. Although the number of participants in the evaluation was low, results are promising and indicate that HDIFT is able to find relevant bookmarkable web pages. The results appear to be equally good for queries generated from categories of bookmarks and from individual bookmarks, although an issue still to be resolved is the inability to generate a query for an individual bookmark if Google cannot find any parents for it.

We intend to conduct studies with a smaller group of people to compare HDIFT with the results of extracting terms from the centroid of documents in category, and manually generated queries (by the participants) from the same category. In the same study, we will identify synonyms in the bag-of-words representation of the centroid and the generated query so they can be ORed in the query. We intend to analyse the bookmark files for information about the frequency with which bookmarks are added; the order in which they are added; average gaps between returning to a category to add new bookmarks; the number of stale links in bookmark files, etc. Finally, we intend to utilise the HDIFT algorithm to perform automatic bookmark classification to help users keep bookmark files automatically organised.
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ABSTRACT

We describe a technique to automatically classify a web page into an existing bookmark category whenever a user decides to bookmark a page. HyperBK compares a bag-of-words representation of the page to descriptions of categories in the user's bookmark file. Unlike default web browser dialogs in which the user may be presented with the category into which he or she saved the last bookmarked file, HyperBK also offers the category most similar to the page being bookmarked. The user can opt to save the page to the last category used; create a new category; or save the page elsewhere. In an evaluation, the user's preferred category was offered on average 67% of the time.

1. INTRODUCTION

Bookmark management systems that can help classify bookmarked web pages, track web pages that have moved since they were bookmarked, help a user to find web pages similar to pages that were bookmarked, and that generally assist with their own organisation are becoming increasingly important. Recent surveys indicate that a user’s bookmark file contains on average 184 entries [4], and that approximately 73.7% of pages visited are page revisits [8], with interaction through either a bookmark file, or the history list of recently visited sites, or the browser’s back button being the most common ways of revisiting a page. Modern Web browsing software, such as Mozilla, Microsoft Internet Explorer, and Safari, provide only limited support for automatic management of bookmarked web pages (see section 2). Even less support is provided for navigating through the list of recently visited web pages to enable a user to return to a recently visited page. Bugeja’s HyperBK [3] addresses some of the issues. A moved bookmarked Web page can be tracked via a third-party search engine. A user can be reminded of the query that had been used to find a web page before it was bookmarked, or HyperBK can suggest a query to use to find web pages similar to a category of bookmarked web pages. HyperBK provides a variety of perspectives or views to potentially make it easier for a user to find an entry in the list of recently visited web pages. Finally, HyperBK automatically suggests a bookmark category into which to store a web page whenever the user requests to bookmark a web page. This last feature is the subject of this paper.

In section 2 we discuss general bookmark management issues. We describe HyperBK in section 3. The web page classification algorithm is described in section 4, and results of the evaluation are presented in section 5. Similar systems are reported in section 6. We give our future work and conclusion in section 7.

2. BOOKMARK MANAGEMENT ISSUES

Bookmark files tend to be partially organised, with some web pages carefully clustered into a single category or a hierarchy of categories [2]. Many other web pages are not assigned to any category in particular, and are either lumped together in the top-most category or into a generically named category (e.g., ‘My Favourite Pages’). The complete or partial URL of frequently used bookmarks may be accurately remembered so that as it is being keyed into the browser’s address bar, the browser will assist with a simple URL completion task. Infrequently visited, but bookmarked, web pages may be easy to find, if they have been stored in the category the user is looking through, but frequently, the page will not have been placed into its most relevant category, and may prove difficult to find again. If pages are (almost) always saved to the most relevant bookmark category, then they may be easier to find again in the future. As bookmark files tend to be poorly organised, the user could probably do with some assistance. Safari, Mozilla FireFox, and now Microsoft Internet Explorer show the last category saved to, instead of the root category, so the user must either knowingly save a bookmark to the wrong category, or must otherwise locate or create a more appropriate category.

Every once in a while, a user may wish to update a category by looking for more related information. Here, a frequently or infrequently visited category or page may be selected, and the user will try to remember the strategy that was used to find this page in the first place. If the user had foresight,
he or she may have also bookmarked the results page of the search engine query that had been used, so that rather than trying to remember the query, the URL containing the query can simply be re-requested. This makes a number of assumptions: that the user remembered to bookmark the query; that the page bookmarked was actually related to the query; and that the user wants to find pages that are relevant to a single page (many search engines allow a straightforward search for pages similar to a given URL). Sometimes, however, a user may wish to find pages that are similar to a category or cluster of related bookmarks.

Other bookmark management related issues are concerned with the freshness or currency of the bookmarked URLs. Web servers do go down or are renamed. Pages may exist for a short period of time. The page contents may change, even though the URL continues to exist. Hard disk space is becoming incredibly cheap. Given the relatively small number of bookmarks on average, and the small average size of bookmarked files, it should not be too expensive to allocate a permanent local cache for web pages that have been bookmarked. If the address of the original of the bookmarked page is later changed, then rather than having only a vague memory of what important thing the page contained, the page can be reloaded from the local cache. In addition, assistance can be given to automatically relocate the page on the Web (if it still exists).

Web browsers and hypertext systems in general have always had problems finding a suitable interface to help users navigate their way around recently visited nodes. Historically, this was identified as one of the issues leading to the ‘Lost in Hyperspace’ syndrome [5], in particular because it is difficult to build a representation of the user’s recent browsing activity that accurately matches his or her mental model of the recent past. Web browsers have tended to adopt a flat, linear representation of what may be a complex user session including cycles, backtracking, and branching. Current Web browsers have increased the complexity of the problem by retaining the flat, linear path representation, even though users can now have multiple tabbed windows and multiple windows, potentially containing concurrent tasks that may or may not be related to each other. The problem of searching for information in history is likely to increase in the future, as systems such as MyLifeBits [7] contemplate digitally storing everything seen by a user throughout his or her lifetime.

3. BACKGROUND TO HYPERBK

HyperBK was developed as a Mozilla Firefox extension to provide simple mechanisms to address some of the issues referred to in section 2, but the primary motivation was to automatically classify a web page that a user in the process of bookmarking, according to the bookmark classifications or categories that the user has already created. We describe the automatic classification task more fully in section 4, but here we give a brief overview of the other tasks.

3.1 Views of the History List

Bugeja provides multiple representations of the history list. On visiting a page, the page is classified to find a suitable category in the bookmark file, just in case it will be bookmarked. Apart from the ability to see the recently visited pages in the order of most recently visited, the history list resembles the bookmark file, with visited pages allocated to bookmark categories (see Fig. 1). This enables users to locate visited pages according to their topic. This does require a high degree of correctness in the classification of web pages, otherwise pages will be stored in the wrong category and users will have difficulty using the topic-related view to locate previously visited web pages. Other filters available to find visited pages are by frequency count, to quickly identify frequently visited pages; by keyword, a representation of the contents of the page are kept so keyword search is possible on the content of visited pages, rather than just their title; and, finally, by co-occurrence. In this last case, we assume that the user cannot remember any distinguishing characteristics of the visited web page, but remembers another page visited in roughly the same period. This other page can be located using the tools described above, and then a time filter can be used to pull out the other pages visited just before or after the remembered page. One possible weakness of Bugeja’s approach, which is inherited from the way Web browsers, and Mozilla in particular, implement their history lists, is that only the last visit to a web page is recorded. If the user is looking for web page, P1, which has been visited at time T1 and again at the later time T2, and the user remembers visiting another page, P2 close to time T1, and T2 - T1 is larger than the time filter, P1’s only recorded visit will be at time T2, so looking up P2 will not help the user to find page P1. However, if P1 is a very frequently revisited page, then remembering it is also of little use, because the user will have far too many instances to choose from. The best page to remember is an infrequently visited page (preferably just once), so that remembering it will lead to the page P1 that the user seeks.

3.2 Web Page Tracker

A Web page is bookmarked because the user intends to revisit the page [1] and so saves the page’s address in a bookmark or favorites file. However, Web pages may be moved to a new address by the maintainers of the web page, in which case the stored address is out of date, and the user may be given a server response that the page cannot be found when the user next tries to revisit it. HyperBK stores bookmarked web pages in a local cache, to enable the user to see the contents of the page even if the page is no longer available online, and also to assist with the automatic rediscovery of the page on the internet (if it still exists and is indexed in its new location by the search engine). We do not distinguish yet between a dynamic page and a static page. It may be useful to do so, because if a dynamic page changes frequently, then it may be likely that the page has been bookmarked for reasons other than the content, and attempting to rediscover a dynamic page according to its content is likely to fail.

3.3 Search for Related Pages

Each time a web page is bookmarked two things happen. First, we track back through the pages that the user has visited that act as ‘Search Engine (SE) Referrers’ (that is, a visited page that contains a link to the next visited page).
until we have a chain of visited pages with either a search engine results page as the root or else the first page visited in the chain. It is possible to correctly identify the SE Referrer, even if a session is split across multiple tabs and windows, and even if a session is started in one tab or window and continues in another tab or window, as long as a link is actually followed (rather than, for instance, copying a URL and pasting it into an address bar). If a search engine results page is the root of the chain, then the keywords that were used to generate the results page are extracted and stored. The second thing that happens is that keywords from the bookmarked page are extracted and stored. These keywords are used to perform a keyword search on the history list (while the page is still in the history); to rediscover the address of a bookmarked web page if the web page has changed address; to generate a query to search for similar pages on the web; and to contribute to the description of the category to which the bookmark belongs (if any) to i) generate a query to search for web pages that could belong to the category on the web, and ii) to decide if a web page in the process of being bookmarked could belong to this category.

A user can invoke the contextual menu from a category name in the bookmark file and select the “See Also” option to search the Web for web pages similar to the bookmarks in that category (see Fig. 2). HyperBK can use either the query that the user had originally used to find web pages that were eventually bookmarked into the category (the Search Engine Referrers described earlier in this section), or else HyperBK can construct a query from the keyword representations of web pages in that category. In a limited evaluation involving 7 users, users claimed that they were “Very Satisfied” or “Satisfied” with 82% of overall results of the queries generated automatically from categories in their bookmark files (the use of previous user created queries has not yet been evaluated, as it requires reasonably long term use of HyperBK).

HyperBK currently submits the automatically generated query to Google’s Web Directory, rather than to the Google Search Engine per se, because in initial personal trials Bugeja obtained better results from the Web Directory [3], pg. 71. The algorithm is being improved to take context into account, and to obtain useful results even when the query is submitted to the Google Search Engine [13].
in the page. Alternatively, we can examine the parent that was used to access the current page, extract the region surrounding the link and assume that terms occurring in that region accurately describe the potential interest in the to-be-bookmarked page. Finally, we can segment an accessed page into its component topics, merge similar topics, and generate a representation for each topic.

Ultimately, we want to recommend that the user saves the bookmark entry into a particular category. Fig. 3 shows the ‘Add Bookmark’ dialog box. The algorithm described below is used to select a candidate category in which to store the bookmark. A thumbnail of the page is shown in the top-left hand corner of the dialog box, and the candidate category is highlighted in the ‘Bookmark Location’. If the user presses the ‘OK’ button, the bookmark will be stored in this location. Alternatively, the user can either search for a more appropriate location to store the bookmark; create a new category; or, save the bookmark to the last used location by pressing the ‘Bookmark in...’ button (in this case, the last location was ‘University of Malta’).

The algorithm used to select the candidate category is based primarily on simple keyword matches. As was described above, each time a web page is accessed, representative keywords are extracted and stored. If the page is bookmarked into a category, these terms are added to the set of terms that represent the category. The recommended category is the category that has the greatest number of keyword matches for the incoming web page. If no category scores highly enough (matches a high number of page terms), then the recommended category will be the category that contains another page from the same domain, as long as the category and incoming page share at least one keyword in common. Finally, if even this fails, then the title of page is compared to the category descriptions. The category with the highest number of matches is recommended.

The HyperBK approach does not automatically create categories and pick reasonable category names, meaning the user must be involved in creating categories and keeping the bookmark file organised by allocating pages to the correct bookmark category until there are a sufficient number of categories and bookmarked pages to make the recommendations accurate. A future experiment is planned to identify the smallest number of categories and category members to make recommendation feasible.

HyperBK includes a wizard to assist with the importation of bookmark files from other web browsers, and to assist with the automatic segmentation of categories if they become too large. Bugeja recommends that a category is split into subcategories once it reaches a membership of 20 pages, but he doesn’t give reasons why 20 is a good number to split on. This setting is user changeable.

5. EVALUATION
We decided that the most appropriate way to evaluate the classification algorithm, apart from a longitudinal study in which HyperBK users would evaluate the system in situ over a period of time, would be to collect real user’s bookmark files to see if HyperBK could assign bookmarked pages to categories in the same way that the users did. This means that we require bookmark files to be organised (and to contain some categories), and we assume that the user has assigned each bookmarked page to the correct category. Of course, this is a weak assumption, but we had insufficient time to conduct a longitudinal study. Bookmark file submission was conducted anonymously through a specially created portal.

Students following the BSc IT (Hons) degree programme at the University of Malta were invited by e-mail to submit their bookmark files (regardless of which Web Browsing software they used). Of approximately 200 students contacted, 30 submitted their bookmark files (a return of about 15%). Of these, 22 files were considered inappropriate for use because they did not contain more than one or two categories (the files were too loosely structured) and we felt that including them in the evaluation could unfairly bias the results in HyperBK’s favour.

We randomly removed 10 URLs from categories of 5 of the remaining 8 bookmark files. We removed less than 10 URLs from the other three: in two cases because there were too few categories overall and in the third case (79231 in Table 5) because although there were many more categories, most of them contained bookmarks that appeared to be mostly unrelated. The challenge was to place the randomly selected bookmarks into the same categories that the users had placed them. The results are given in Table 5.

Figure 5 plots the precision against categories. We would hope for a generally high precision, perhaps dropping slightly as the number of categories grows, especially if categories become less distinguishable from each other (because only 5 terms are selected to describe a page). For two bookmark files containing 38 and 45 categories, precision drops to below 0.7, which is probably unacceptably low. However, one of the two bookmark files contains many similar categories, and the other had many categories each containing unrelated bookmarks.

6. SIMILAR SYSTEMS
Bugeja [3] has given a recent, short survey on bookmark management systems. Bugeja notes that bookmark management systems are usually offered as stand-alone systems - unlike HyperBK, none is integrated into a browser, and as discussed in [3], web browsers offer minimal bookmark management facilities. Most of the systems Bugeja looks at do not offer automatic web page classification features, although Abrams, Baeker, and Chignell [2] list some requirements for bookmark management systems. Among their requirements are improving the organisation of bookmarks on behalf of the user, possibly by automatically “filing” new bookmark entries, and integrating the bookmark management system with a web browser. Feng and Brner [6] use “semantic treemaps” to categorise bookmark entries. Naka-jima et al. use keywords that appear in a document’s “context” to to automatically construct queries, rather than to classify a document, where a context is composed of the pages visited between a search engine’s query page and a page that is bookmarked [10]. Li and Yamanishi [9] use a “finite mixture model” to classify documents, but as Bugeja points out, this requires the prior existence and standard description of categories in which to place documents. On the
Figure 3: ‘Add bookmark’ dialog (from [3]).

Table 1: Classification Evaluation Results (from [3]) (Legend: ‘BKs’ = Total Bookmarks; ‘Cat.’ = Total Categories; ‘Hits’ = bookmarks allocated into correct category; ‘Misses’ = bookmarks allocated wrongly; ‘Near Hits’ = bookmark allocated to a parent category (excluding the Bookmarks Root); ‘Approx Precision’ = Near Hits+Hits/total; ‘Precision’ = Hits/total.)

<table>
<thead>
<tr>
<th>ID</th>
<th>BKs</th>
<th>Cat.</th>
<th>Root BKs</th>
<th>Root Cat.</th>
<th>Hits</th>
<th>Misses</th>
<th>Near Hits</th>
<th>Approx. Precision</th>
<th>Precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>23740</td>
<td>425</td>
<td>105</td>
<td>49</td>
<td>33</td>
<td>7</td>
<td>2</td>
<td>1</td>
<td>0.80</td>
<td>0.70</td>
</tr>
<tr>
<td>24166</td>
<td>330</td>
<td>64</td>
<td>2</td>
<td>26</td>
<td>8</td>
<td>0</td>
<td>2</td>
<td>1.00</td>
<td>0.80</td>
</tr>
<tr>
<td>88014</td>
<td>240</td>
<td>53</td>
<td>21</td>
<td>12</td>
<td>7</td>
<td>2</td>
<td>1</td>
<td>0.80</td>
<td>0.70</td>
</tr>
<tr>
<td>23248</td>
<td>197</td>
<td>45</td>
<td>6</td>
<td>9</td>
<td>5</td>
<td>3</td>
<td>2</td>
<td>0.70</td>
<td>0.50</td>
</tr>
<tr>
<td>79231</td>
<td>158</td>
<td>38</td>
<td>18</td>
<td>18</td>
<td>4</td>
<td>3</td>
<td>0</td>
<td>0.57</td>
<td>0.57</td>
</tr>
<tr>
<td>58917</td>
<td>139</td>
<td>29</td>
<td>21</td>
<td>11</td>
<td>8</td>
<td>2</td>
<td>0</td>
<td>0.80</td>
<td>0.80</td>
</tr>
<tr>
<td>76243</td>
<td>38</td>
<td>11</td>
<td>3</td>
<td>11</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>80999</td>
<td>22</td>
<td>7</td>
<td>1</td>
<td>5</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Totals</td>
<td>48</td>
<td>12</td>
<td>6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>6.67</td>
<td>6.07</td>
</tr>
<tr>
<td>Averages</td>
<td>4.8</td>
<td>1.2</td>
<td>0.6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.67</td>
<td>0.61</td>
</tr>
</tbody>
</table>

Figure 4: Categories v. Precision (from [3]).
other hand, Shen, et. al. [12] use a page summary on which to base a classification. Google also offers bookmark hosting, but whether they plan to offer automatic bookmark management remains to be seen.

7. CONCLUSION AND FUTURE WORK
Automatic bookmark file classification could be a useful extension to web browsers. Instead of just offering the last category used to store a bookmark, or dumping the newly created bookmark into a default location, HyperBK presents the user with a candidate category based on a simple Boolean matching algorithm, which has been extended to also consider the domain names of previously bookmarked pages and keyword extraction from titles. This simple algorithm gives reasonable accuracy. In an experiment, 67% of bookmarks were classified correctly. There is room for improvement. We intend to perform topic segmentation on web pages to extract keywords from the topic most likely to be of interest to the user, and we intend to carry out a more extensive evaluation. Instead of classifying a random selection of URLs from a user’s bookmark file, we will attempt to allocate all the bookmarked pages to the user selected category in the order that they were really allocated. This will help us determine the average minimum category membership size required to consistently place a page in the correct category.
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ABSTRACT
This paper briefly attempts to compare several mainstream methods/methodologies that are used for the analysis and design of real time systems. These are i) CORE, ii) YSM, iii) MASCOT, iv) CODARTS, v) HOOD, vi) ROOM, vii) UML, viii) UML-RT. Methods i-iii are use a data driven approach, whilst methods iv-vii use an object-oriented approach. All these methods have their advantages and disadvantages. Thus it is difficult to decide which method is best suited to a particular real-time design situation. Some methods like YSM, MASCOT and CODARTS are more oriented towards designing event driven systems and reactive behavior. Object oriented methods like the UML have many diagrams obtained from other methods. In the first part of the paper each method is briefly presented and its main features are explained. In the second part a score based ranking is used to try to identify which method has the best overall characteristics for real time development. The final results are presented in a tabular form and using a bar chart. In addition to this it is explained how each method fits in the SDLC. Both the score of each method and how it fits in the SDLC must be considered when selecting methods. To conclude some other issues are explained, because the selection of one method does not automatically imply that there will not be any problems.

Categories and Subject Descriptors

General Terms
Design, Measurement

Keywords
Real Time, software design methods, methodologies, systems modeling, comparison of methods, data driven approach, object-oriented approach, software development lifecycle, RT – real time software engineering but also hardware engineering, control engineering and communication engineering. Minor changes to specifications could be very costly. Software programs embedded directly into hardware controller and devices might require entire rewriting. There are hardware configuration problems when software engineers do not understand why specific processors, devices and operating systems are needed. Specific methodologies have been developed for helping the analysis and design of RT systems. These were different from normal methods because they had to focus on behavior and not just static system properties. Methodologies do not guarantee solving all software development problems although they attempt to structure the analysis & development of RT systems applying design techniques and rules. RT methodologies make use of the basic concepts from structured analysis and design [3,4]. First methodologies like MASCOT, JSD, DARTS were data-driven based on principles from traditional structured analysis and design [4,7]. Later work was to use object oriented notations. These offer several advantages over the former methodologies like reuse and a neater approach [2,9]. The OMG boosted the use of object oriented methods for analysis and design through the UML and UML-RT. Early versions of object oriented modeling lacked the dynamic aspects of behavior and focused mainly on static and structural aspects which were insufficient for real time. Later models tried to combine object oriented notations with state charts, activity diagrams, interaction diagrams or message sequence charts now known as sequence diagrams in the UML.

Some authors compare software design methods with software modeling notations. This is incorrect because a proper design method should encompass the entire software development lifecycle process. This is not the case with the UML where the focus is on modeling a system rather than on managing the entire software development. The OMG created USDP (Unified Software Development Process) based on the UML notations. The USDP is a proper methodology. Even the COMET (Concurrent Object Modeling architectural design method) in [8] combines the UML notations within a special lifecycle model. On the other hand software notations are more generic and focus on particular aspects of the design process. In system specifications there could be the use of models or system views. These could be singular or multiple, formal, semi-formal or informal, graphical or language based [1]. Good specifications using UML constructs could be used to derive specifications in the HDL (hardware description language)
language or ESDL (embedded systems description language) as in [6].

2. OVERVIEW OF SOME METHODS

2.1 Controlled Requirements Expression

The CORE (controlled requirements expression) method [4,5,12] is based on block diagrams, viewpoint diagrams and written statements of requirements. It was designed in the UK for the requirements analysis phase and was widely used in avionics. It is suitable for the informal process of gathering the systems requirements that are expressed using informal notations like block diagrams, viewpoint diagrams etc. It is very simple to use and understand not involving any complex notations etc. This approach is mainly data driven at a very high level but still could be used in conjunction with object oriented analysis. There is top-down decomposition into smaller parts. The CORE makes use of viewpoint diagrams, thread/dataflow diagrams and block diagram notations. Control loops are available for use in the final diagram. The idea of view points could prove to be important to other methods and also for situations where requirements specification proves to be difficult. The CORE method tries to take a practical approach to problem identification at the earliest possible stage. The diagrams used are quite simple and some form of support could be obtained using modern case tools. The results that are produced using this method can be used as the input for another method. Some limitations are that: i) There is no reference to timing, concurrency, synchronization, ii) Unsuitable for Architectural design iii) No simulation model is produced.

2.2 Yourdon Structured Method

The YSM (Yourdon structured method) in [4] is based on the classic DFDs and structured methods used for traditional data design. It has been adapted and combined with many diagrams for RT design. It has been developed and refined over the years and many modern CASE tools can be used to support the notation. YSM starts off from a high-level and decomposes the system into lower levels ending up with complete program specifications. Two embedded design Methodologies have been derived from YSM. These are Ward-Mellor, Hatley-Pirbhai. This method can be used in conjunction with diagrams like PEM (Processor Environment Model) which is a hardware based design to help decide on the hardware configuration. There is also the SEM (Software-Environment Model). There are many different data driven methods that make use of the principles in YSM and add other diagrams. The PEM model and SEM are important because as pointed out RT systems are highly dependant on the available hardware which is normally ignored. YSM also uses DFDs, STDs, E-R diagrams, textual specifications, structure charts etc for design purposes. DFDs can be combined with STDs to represent both continuous and discrete actions. The behavioral model consists of DFDs, STDs & ERDs together with textual support describing the requirements but having no implementation details. The PEM covers the physical processors deciding which processor should do which work and HCI details. The COM involves translating the SEM units into structure charts and refining them so that this can be translated into program code. One advantage is that YSM is a highly structured data analysis method. Some limitations are i) it is unsuitable for prototyping, ii) it must be followed in logical sequence or sequential ordering for successful implementation iii) It is possible to take a long time to implement the complete system iv) user must have familiarity with certain constructs. v) there is specific reference to timing issues, concurrency etc although the diagrams can be altered to support time.

2.3 Modular Approach to Software Construction Operation and Test

MASCOT (Modular approach to software construction operation and test) was first issued in 1970s by the Royal Signals and Radar Establishment UK and successive versions MASCOT 3 exist [11]. It is mainly used for avionics and in the military field. It is a highly modular rigorous approach based on hierarchical decomposition to lower levels. MASCOT is based on processes or activities in a system and aims at designing complex interactive RT applications in a highly structured approach. Mascot focuses on communication between different components and enforces that a specification must be complete at every level. Interfacing between modules is extremely well represented, thus even concurrency and synchronization can be dealt with. The main steps are i) Describe the overall internal functions of the system, together with its external connections. This is known as the Network Diagram. ii) The network is decomposed into lower-level components iii) Define the structure of single thread processes (transf orm). iv) Design and code simple components in terms of algorithms and data structures. There are the following rules i) processes cannot send data directly to other processes ii) communication between different components can only take place through channels or windows. iii) Intercommunication Data Areas (IDAs) must be used for data exchange, information storage and communication. Some limitations of Mascot are i) it does not directly support requirements analysis and goes directly into building a model ii) it is not widely supported via many case tools iii) it is not suitable for prototyping or RAD iv) it is expensive to apply.

2.4 Concurrent Design Approach for RT Systems

CODARTS (Concurrent design approach for RT systems) is a modified form of DARTS (Design approach for RT systems) [7]. CODARTS implements concepts from DARTS for an object-oriented perspective. ADARTS was mainly aimed for use with the ADA language. CODARTS uses notations from RTSAD (Real-Time structured analysis and design). The diagrams used in CODARTS are similar to control flow diagrams that use special symbols for different types of message passing e.g. loosely-coupled message communication, tightly-coupled message. Possible diagrams are task architecture diagrams, software architecture diagrams and STDs. CODARTS classifies message passing into several types not normally found in other methods. These are supposed to be easily implemented in ADA. Some limitations of CODARTS are i) Designed mainly for the ADA language. ii) Notations used are not well understood iii) Message communication even though well identified still does not account for concurrency, synchronization, mutual exclusion. iii) uses a limited number of views.

2.5 Hierarchical Object Oriented Design

HOOD (Hierarchical Object Oriented Design) method covers some parts of the software development lifecycle. It is mainly aimed at the ADA language taking an object oriented approach. It can be useful for prototyping. The idea behind HOOD is to
identify objects in a parent to child relationship and their operations. Finally a graphical system description is to be produced in a control/ dataflow diagram that shows the flow of information between a set of objects. The diagrams can be decomposed to the required levels. The Top-Level Object is an active object because it uses the lower-level ones but not vice-versa. Rules distinguish passive Objects from active Objects. Certain flows are not permitted like cyclic flows. Limitations of HOOD are: i) does not distinguish Data Flows between Objects from Event Signals ii) Not so simple and straightforward to use iii) Has just one main diagrammatic type thus just one model structure is given.

2.6 Real time Object Oriented Modeling
ROOM (Real time object oriented modeling) is similar to HOOD in principle but is more oriented to RT design and focuses on proper communication between objects. ROOM introduces the concept of Actors in 'ROOMcharts' which are a variation of StateCharts (ROOMcharts define the state of an actor, signals that initiate transitions between states, and actions performed at transitions. There is a strong focus on this actor behavior. The actor is anything that initiates a sequence of events. There is the use of 'ports' for information exchange and threads that can have a priority. Some limitations of ROOM are: i) Closely Tied with one particular CASE tool called 'ObjecTime' which can generate C++ code ii) It has a limited number of diagrams that show only certain views of the system i.e. actor view. iii) Its diagrams need to be supported with temporal analysis for complex systems.

2.7 The Unified Modeling Language
The UML can be considered to be a repository of notations existing in methods like ROOM, HOOD, YSM, MASCOT, etc. The name ‘unified’ implies a unification of modeling constructs. E.g. UML state diagrams are simplified STDs, communication diagrams are found elsewhere as interaction diagrams, sequence diagrams are derived from MSC (Message sequence charts). It contains notations that are lacking in other methodologies and tries to standardize them and it is set to improve upon previous notations. It is well supported by a variety of CASE tools when compared to other methods and can be used by anyone without formal knowledge. The main system views can be categorized into i) static ii) behavioral. The UML is not a proper software development method and can be combined with almost any development method. Diagrams and notations used are Informal. It is possible to use the OCL (Object Constraint Language) to formalize the diagrams used. When a class uses operations by a second class a control flow is set up. The UML does not distinguish between the spatial distribution of objects and the logical object distribution. Code generation can be done from some UML diagrams like a class diagram. There are projects like the ECLIPSE open source tool that supports many UML constructs. There is a lack of standardization amongst the UML CASE tools and UML versions giving rise to confusion about which notations should be used. Some CASE tools providers have created their own notations that differ from those in the UML. Some limitations of the UML are: i) studies show that maintaining UML diagrams can become a complex process ii) UML lacks formal verification iii) the same thing can be modeled in several different ways, all could be correct. So there is a lack of consistency.

2.8 The UML-RT
UML-RT is based on extensions to the UML specifically aimed at RT. The most important ‘new’ notations are mainly capsules, ports, connectors and protocols. UML-RT implements some ideas from HOOD, ROOM and MASCOT adding them to the normal UML notations. E.g. the idea of capsule diagrams embedding child objects is similar to HOOD Parent-Child object relationships. The idea of active and passive ports already exists in ROOM. The idea of using capsules to model complex objects that are usually spatially distributed is similar to that of MASCOT where components / devices are connected using windows, ports and IDAs. Some limitations of UML-RT are i) not widely used and supported. UML-RT includes all the modeling capabilities of ROOM.

3. PRACTICAL ASSESSMENT OF THE METHODS
These methods were measured on the attributes in table 1.and 2. The final classification results are in table 3. i) Consistency between notations refers to the consistency between the diagrams used. The more notations there are the more difficult it becomes to keep consistency. ii) Support for communication constructs includes support for concurrency, synchronization, mutual exclusion, signaling, communication control, the use of ports and abstraction. iii) Support for resource control refers to the handling of different system components with processing loops and activity management, possibly used for performance management. iv) Support for temporal requirements indicates the need to show the different states the system or components can be in. Other issues like CASE tool support, abstraction and also ease of use were also considered.

Table 1. Method Comparison 1

<table>
<thead>
<tr>
<th>METHOD</th>
<th>CONSISTENCY BETWEEN NOTATIONS</th>
<th>SUPPORT FOR COMMUNICATION CONSTRUCTS</th>
<th>SUPPORT FOR RESOURCE CONTROL</th>
<th>DIFFERENT SYSTEM VIEWS</th>
</tr>
</thead>
<tbody>
<tr>
<td>CORE</td>
<td>Very Good</td>
<td>Poor</td>
<td>Poor</td>
<td>Average</td>
</tr>
<tr>
<td>YSM</td>
<td>Very Good</td>
<td>Poor</td>
<td>Poor</td>
<td>Average</td>
</tr>
<tr>
<td>MASCOT</td>
<td>Very Good</td>
<td>Excellent</td>
<td>Very Good</td>
<td>Poor</td>
</tr>
<tr>
<td>COMARTS</td>
<td>Very Good</td>
<td>Good</td>
<td>Good</td>
<td>Average</td>
</tr>
<tr>
<td>HOOD</td>
<td>Very Good</td>
<td>Average</td>
<td>Good</td>
<td>Poor</td>
</tr>
<tr>
<td>ROOM</td>
<td>Very Good</td>
<td>Good</td>
<td>Very Good</td>
<td>Poor</td>
</tr>
<tr>
<td>UML</td>
<td>Poor</td>
<td>Average</td>
<td>Average</td>
<td>Very Good</td>
</tr>
<tr>
<td>UML-RT</td>
<td>Good</td>
<td>Good</td>
<td>Good</td>
<td>Good</td>
</tr>
</tbody>
</table>

score method (poor = 1, average = 2 , good = 3, very good =4, excellent = 5)

Table 2. Method Comparison 2

<table>
<thead>
<tr>
<th>METHOD</th>
<th>CASE TOOL SUPPORT</th>
<th>ABSTRACTION / INFO HIDING &amp; COMPOSITION</th>
<th>SUPPORT FOR TEMPORAL REQUIREMENTS</th>
<th>EXECUTIVE USE</th>
</tr>
</thead>
<tbody>
<tr>
<td>CORE</td>
<td>Very Good</td>
<td>Average</td>
<td>Poor</td>
<td>Good</td>
</tr>
<tr>
<td>YSM</td>
<td>Very Good</td>
<td>Average</td>
<td>Poor</td>
<td>Good</td>
</tr>
<tr>
<td>MASCOT</td>
<td>Poor</td>
<td>Very Good</td>
<td>Average</td>
<td>Poor</td>
</tr>
<tr>
<td>COREARTS</td>
<td>Good</td>
<td>Average</td>
<td>Average</td>
<td>Average</td>
</tr>
<tr>
<td>HOOD</td>
<td>Good</td>
<td>Average</td>
<td>Average</td>
<td>Average</td>
</tr>
<tr>
<td>ROOM</td>
<td>Good</td>
<td>Good</td>
<td>Very Good</td>
<td>Average</td>
</tr>
<tr>
<td>UML</td>
<td>Excellent</td>
<td>Good</td>
<td>Average</td>
<td>Very Good</td>
</tr>
<tr>
<td>UML-RT</td>
<td>Average</td>
<td>Good</td>
<td>Good</td>
<td>Good</td>
</tr>
</tbody>
</table>

score method (poor = 1, average = 2 , good = 3, very good =4, excellent = 5)
Table 3. Final Method Score

<table>
<thead>
<tr>
<th>Method</th>
<th>Ranking Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>ROOM</td>
<td>24</td>
</tr>
<tr>
<td>UML</td>
<td>23</td>
</tr>
<tr>
<td>UML-RT</td>
<td>23</td>
</tr>
<tr>
<td>MASCOT</td>
<td>22</td>
</tr>
<tr>
<td>CODARTS</td>
<td>21</td>
</tr>
<tr>
<td>HOOD</td>
<td>19</td>
</tr>
<tr>
<td>CORE</td>
<td>18</td>
</tr>
<tr>
<td>YSM</td>
<td>17</td>
</tr>
</tbody>
</table>

Fig. 1 below depicts the final results for the methods/methodologies commonly used for real time software development. The results are obtained from the data in table 3.

4. DISCUSSION

The results of this comparison in fig. 1 show that ROOM, UML and UML-RT rank as the three best methods for the development of RT systems. UML has the advantage of gaining widespread use and a lot of work is being done to improve UML continuously. ROOM and UML-RT whilst being suitable for describing complex RT systems, unfortunately lack widespread support of many CASE tools and require time to master. Another advantage of UML is that some UML diagrams are applied in a MDA approach and used to create PIM [6]. It is not justifiable that only one particular method is used. E.g. other methods like MASCOT embody principles that are still valid today and have been implemented in part in ROOM. UML does not have proper control flow diagrams similar to those found in YSM and CODARTS. These are important for designing command and control and embedded system tasks. UML instead uses activity diagrams or communication diagrams. Activity diagrams are more adequate for business analysis, communication diagrams lack some detail and need modification on the other hand control flow diagrams are oriented to task management, reactive behavior and control. This could indicate that UML is more oriented towards building soft real time systems like those used in e-commerce, agent architectures, workflow systems, etc. On the other hand CODARTS and YSM would be more suitable for things like avionics, a cruise control description etc. Another problem with the UML is that there are so many notations that it is often difficult to select what is really needed. E.g. Sequence diagrams and communication diagrams are semantically equivalent. When should one use one rather than the other? Also there are several ways in UML how to represent the same thing. Thus it is possible...
to have different diagrams of the same type representing the same scenario. In methods like the UML, ROOM, HOOD the messaging topology between objects is often ‘loosely defined’ with the possibility of having confusion.

It is obvious that what is lacking in one method might exist in another method. Object oriented methods are not a complete guarantee that there will be reusable components that will be available at a cheaper price especially if the interface needs to be rewritten. RT systems depend heavily on available hardware and might be operating system specific. This would imply that the design pattern is already biased from the onset of the project.

All the methods mentioned do not use proper formal verification techniques. Formal verification could be very important for checking that a design is free from deadlock. A lot of work is being done to try to formalize the UML like in [13]. There are also issues of performance analysis and task scheduling that need to be accounted for. CODARTS notations have already been used for performance analysis and task scheduling. The UML lacks performance analysis and does not take time into account. Actually the timing problem for many methods can be partially solved by translating dynamic UML diagrams into timed Petri Nets or using timed automata. The UML has been criticized by various authors. Note that even though ROOM is bound to a particular case tool its diagrams can easily be supported with other conventional case tools thus it has good case tool support.

The diagram in fig. 2 simply describes how each method fits in the systems development lifecycle process. These issues need to be considered when using these methods. If the focus is more on requirements engineering CORE could prove to be better than the others. CORE is the most adequate for requirements analysis and specification. HOOD, CODARTS and YSM cover part of the requirements analysis up to coding. MASCOT is more oriented towards the design, implementation and testing. The UML can be used for requirements analysis and can cover a wide aspect of the systems development lifecycle but it needs to be used in COMET or the USDP process. It could also be possible to combine CORE with UML. ROOM can cover up to testing depending on how it is used but it is not focused on the initial requirements analysis. What is evident is that no method covers all the required steps. This illustrates that for RT development one never be restricted to using a single method.

5. CONCLUSION

This paper has compared several methods for the analysis and design of real time systems. Although ROOM, UML, UML-RT stand out clearly as being the best on a number of attributes, in real life it is better not to be restricted to a single method. E.g. when students are using a method like the UML for their APT’s it is always suggested that other notations from another method can be used. This is especially the case if there is a problem that requires some explanation. If using another notation or diagram would help then why not use it. A synonymous approach could be considered for industrial use. There are also other specific factors that need to be considered when selecting a method, like i) the type of industry involved, ii) user specialization, iii) if formal verification is required iv) reliability and safeness. It must be kept in mind that the results established in this paper are based on the set of attributes in table 1 & 2 might not be fully agreed upon by everybody.
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ABSTRACT
Explicit state model checking techniques suffer from the state explosion problem [7]. Interfaces [6, 2] can provide a partial solution to this problem by means of compositional state space reduction and can thus be applied when verifying interestingly large examples. Interface generation has till now been largely a manual process, were experts in the system or protocol to be verified describe the interface. This can lead to errors appearing in the verification process unless overheads to check the correctness of the interface are carried out. We address this issue by looking at automatic generation of interfaces, which by the very nature of their construction can be guaranteed to be correct. This report outlines preliminary experiments carried out on automatic techniques for interface generation together with their proofs of correctness.

1. INTRODUCTION
Computer systems (both software and hardware) have over the past few decades been introduced into almost every piece of machinery. Real-time systems such as controllers for avionics, cars and medical equipment have become ubiquitous. Model checking techniques are used to algorithmically verify these finite state systems formally. It is becoming increasingly popular by many hardware/software manufacturers to verify that their systems actually implement the required specifications. This is achieved by verifying if the model of the system satisfies some logical specification. Suppose we want to verify, for example, that every request for service is eventually acknowledged, or that there are no deadlock states in our systems. This sort of verification can be carried out using model checking techniques.

Processes can be described using some formal process calculi such as CCS [8], CSP [3] or LOTOS [4]. Properties are then expressed as temporal logic formulas. Computational Tree Logic (CTL) [1] is one such temporal logic used to express properties of a system in the context of formal verification. It uses atomic propositions as its building blocks to make statements about the states of a system. CTL then combines these propositions into formulas using logical and temporal operators. Referring to the previous example, one would for example want to verify that every computation path after a service request is met, will eventually encounter a service acknowledgment state.

The state space explosion problem occurs with systems composed of a large number of interacting components using data structures which can potentially store many different values. The problem is clearly that of traversing the entire search space which would typically grow exponentially with the addition of new system components. One possible solution is that of decreasing the number of states in the computational graph while still maintaining an equivalent graph. In order to do so one would need to combine equivalent states (thus decreasing states) in the computational graph. We adopt the technique used by Krimm and Mounier in [6], namely interfaces.

We start this report with some preliminary definitions. We then focus on the theory behind our method of interface generation. Two interface generators are then explained in some detail. We conclude this report by describing how these implementations work in the verification of a reliable multicast protocol.

2. PRELIMINARY DEFINITIONS
The behaviour of a sequential process can be modeled by a labeled transition system, consisting of a set of states and a labeled transition relation between states. Each transition describes the execution of the process from a current state given a particular instruction (label).

In what follows $A$ is the global set of labels, $\tau$ a particular label representing a hidden or unobservable instruction ($\tau \notin \tau^*$ and $\tau^* \subseteq \tau^*$), $p$ a process, $\delta$ a transition, $\pi$ a trace, $\nu$ an initial state, $\pi_0$ an initial state, $\pi_{\delta\nu}$ a state result of transition $\delta$ on state $\nu$, $\pi_{\pi_0}$ a state result of transition $\delta$ on initial state $\nu$, $\nu_0$ an initial state, $\delta_{\pi_0}$ a transition, $\pi_{\nu_0\delta}$ a state result of transition $\delta$ on initial state $\nu$, $\nu_{\pi_0\delta}$ a state result of transition $\delta$ on initial state $\nu$, $\nu_{\pi_0\delta}$ a state result of transition $\delta$ on initial state $\nu$, $\nu_{\pi_0\delta}$ a state result of transition $\delta$ on initial state $\nu$, $\nu_{\pi_0\delta}$ a state result of transition $\delta$ on initial state $\nu$, $\nu_{\pi_0\delta}$ a state result of transition $\delta$ on initial state $\nu$, $\nu_{\pi_0\delta}$ a state result of transition $\delta$ on initial state $\nu$, $\nu_{\pi_0\delta}$ a state result of transition $\delta$ on initial state $\nu$, $\nu_{\pi_0\delta}$ a state result of transition $\delta$ on initial state $\nu$, $\nu_{\pi_0\delta}$ a state result of transition $\delta$ on initial state $\nu$, $\nu_{\pi_0\delta}$ a state result of transition $\delta$ on initial state $\nu$, $\nu_{\pi_0\delta}$ a state result of transi...
Given a set of labels $A$ ($A \subseteq A$) we will write $A^*$ to denote $A \cup \{\}$ and $A^+$ to represent the set of finite sequences over $A$.

**Definition 1** A Labeled Transition System (LTS, for short) is a quadruplet $M = (Q, A, T, q_0)$ where $Q$ is a finite set of states, $A \subseteq A$ is a finite set of actions, $T \subseteq Q \times A \times Q$ is a transition relation between states in $Q$ and $q_0 \in Q$ is the initial state.

We write $q \xrightarrow{a} q'$ to denote a transition between states $q$ and $q'$ using $a \in A$, i.e., $(q, a, q') \in T$. We shall also use $q \xrightarrow{} q_n$ (where $s$ is a string in $A^*$) to indicate that there exist states $q_1, \ldots, q_n$ following string $s$.

We now define the set of possible actions from a state $q \in Q$.

**Definition 2** Given an LTS $M = (Q, A, T, q_0)$ and $q \in Q$, the actions possible from state $q$ is defined as $\text{actions}(q) = \{a : A | \exists q' : q \xrightarrow{a} q'\}$.

We now define the language generated by a LTS from a particular state $p \in Q$.

**Definition 3** Given an LTS $M = (Q, A, T, q_0)$ and $q \in Q$, the (observable) language starting from $q$ in $M$ is defined as follows:

$$L_M(q) = \{\sigma | \sigma = a_1 a_2 \ldots a_n \land q_1, \ldots, q_n : q \xrightarrow{a_1} q_1 \ldots \xrightarrow{a_n} q_n\}$$

The (observable) language generated by LTS $M$ is defined as the language starting from the initial state of $M$: $L_M(q_0)$.

### 3. REFINEMENTS OF LTSS

In this section we introduce the binary operator $\sqsubseteq$, that compares two LTSSes.

**Definition 4** We say that $M_2$ is refined by $M_1$ ($M_2 \sqsubseteq M_1$) if for some total function $\text{eq} \in Q_1 \rightarrow Q_2$ the following holds:

i) $A_1 = A_2$

ii) $Q_2 \subseteq Q_1$

iii) $q \xrightarrow{a} q'$, implies that, $\text{eq}(q) \xrightarrow{a_2} \text{eq}(q')$

iv) $q_0 = \text{eq}(q_0)$

**Lemma 1** Given two LTS $M_i = (Q_i, A_i, T_i, q_{0i})$, where $i \in \{1, 2\}$, related with a function $\text{eq}$, then $q \xrightarrow{} q'$ implies that $\text{eq}(q) \xrightarrow{} \text{eq}(q')$

**Proof:** We prove this lemma by string induction over $s$.

The base case, taking $s$ to be the empty string is trivially true.

For the inductive case, we start by assuming that: $\forall q, q' : q \xrightarrow{a} q'$ implies that $\text{eq}(q) \xrightarrow{a_2} \text{eq}(q')$.

We now need to prove that:

$\forall q, q' : q \xrightarrow{a_1} q'$ implies that $\text{eq}(q) \xrightarrow{a_2} \text{eq}(q')$

But, if $q \xrightarrow{a_1} q'$ then $\exists q'' : q \xrightarrow{a_1} q' \land q'' \xrightarrow{a_2} q'$.

By the inductive hypothesis, it follows that $\exists q'' : q \xrightarrow{a_1} q'' \land \text{eq}(q'') \xrightarrow{a_2} \text{eq}(q')$.

Since we know that every transition in $M_1$ is mirrored in $M_2$ on equivalent states, then we know that $\exists q'' : \text{eq}(q) \xrightarrow{a_2} \text{eq}(q'') \land \text{eq}(q'') \xrightarrow{a_2} \text{eq}(q')$.

Hence, we conclude that:

$\text{eq}(q) \xrightarrow{a_2} \text{eq}(q')$

The result follows by string induction.

### 4. INTERFACES

Interfaces [6] exploit the use of a compositional approach for space state generation. Essentially an interface represents the environment of a sub-expression $E'$ in $E$. This interface, usually a LTS, represents the set of authorised execution sequences that can be performed by $E'$ within the context of $E$. Using a projector operator one can generate a restricted LTS of $E'$ such that useless execution sequences are cut off according to the corresponding interface.

In [6] a new projection operator is defined. This is the semi-composition operator which ensures that:

1. it restricts the behaviour of $E'$ according to its environment
2. it preserves the behaviour of the initial expression when a sub-expression \( E' \) is replaced by its corresponding reduced expression.

3. it can be computed on-the-fly, i.e., can be obtained without generating the \( \text{LTS} \) of \( E' \) first.

The definition of the semi-composition operator is given in [6]. \( M_1 ||_c M_2 \) denotes the \( \text{LTS} \) resulting from the semi-composition of \( M_1 \) by \( M_2 \). \( M_2 \) is the interface with which \( M_1 \) is semi-composed. One should note that if \( M_2 \) is manually generated by an expert of the system or protocol being verified then semi-composition is probably going to be much more effective in reducing the states of \( S_1 \). Our work explores the possibility of \textit{automatically} creating effective interfaces. We can then guarantee their correctness by construction.

If \( M_1 \) is composed with \( M_2 \) (not necessarily locally) and \( M_2' \) is an \( \text{LTS} \) such that \( \mathcal{L}(M_2) \subseteq \mathcal{L}(M_2') \), then we can reduce \( M_1 \) to \( M_1 \parallel ||_c M_2' \) without altering the overall behaviour of the overall system. We would clearly be altering the behaviour of \( M_1 \) but this is exactly what we want in terms of state reduction. Since the complexity of the semi-composition operator increases as the the number of states of the interface increases, sometimes being impossible to calculate due to the size of the interface, our aim is to balance these requirements — taking an \( \text{LTS} \) \( M \) we want to produce a smaller \( \text{LTS} \) \( M' \) satisfying \( \mathcal{L}(M) \subseteq \mathcal{L}(M') \). Clearly, many solutions exist satisfying this loose requirement. In this paper we present two initial experiments in this direction.

5. AUTOMATIC GENERATION OF INTERFACES

We have so far implemented two interface generators. This section describes these algorithms. In what follows we refer to the original \( \text{LTS} \) as \( M_1 \) and its reduced \( \text{LTS} \), the interface, as \( M_2 \).

5.1 Chaos State Partition

The first interface implementation is the chaos state partition interface. The main idea is that we keep a number of states from \( M_1 \), collapsing the rest into a chaos state. So for example if we have \( M_1 \) with 20 states and we want to generate an interface taking in consideration only the first 10 states (traversing the \( \text{LTS} \) in breadth-first order, starting from the initial state), its reduced version \( M_2 \) would have 10+1 states. The extra state is the chaos state (we call \( \chi \)) in which all the other states are grouped. Figure 1 illustrates this reduction.

Let \( \bar{Q} \) be a subset of states of \( M_1 \) which will be kept in \( M_2 \). \( M_2 \) is the \( \text{LTS} \) resulting from the reduction of \( M_1 \). \( \bar{Q} = \{ 0,1,2,3,4,5,6,7,8,9 \} \) in the example given here.

**Definition 5** Given an \( \text{LTS} \) \( M = (Q, A, T, q_0) \) and \( \bar{Q} \subseteq Q \), we define the reduction of \( M \) to states \( \bar{Q} \) to be \( M \parallel \bar{Q} = (Q', A', T', q_0') \) such that \( \bar{Q}' = \bar{Q} \cup \{ \text{chaos} \} \), \( A' = A \), \( q_0' = \text{chaos}_\bar{Q}(q_0) \) and \( T' = \{ (\text{chaos}_\bar{Q}(q), a, \text{chaos}_\bar{Q}(q')) | (q, a, q') \in T_1 \} \cup \{ (x, a, \chi) | a \in A \} \), where \text{chaos} is defined as follows:

\[
\text{chaos}_\bar{Q}(q) = \begin{cases} 
q & \text{if } q \in \bar{Q} \\
\chi & \text{otherwise}
\end{cases}
\]

This construction yields an \( \text{LTS} \) \( M' \) which is refined by the original \( \text{LTS} \) \( M \).

**Proposition 1** \( M \parallel \bar{Q} \subseteq M \)

This can be shown by taking \( eq(q) \) to be \( \text{chaos}_\bar{Q}(q) \).

By theorem 1 we are guaranteed that \( M \parallel \bar{Q} \) accepts a superset of the language accepted by \( M \), and hence can be used as a replacement interface.

The Chaos Partition algorithm has been implemented using the CADP toolkit [5] traversing the \( \text{LTS} \) in breadth-first order, starting from the initial state.

**Algorithm 1** Calculate \( M_2 = M_1 \parallel \bar{Q} \)

Require: \( m \leq n \)
- \( n \leftarrow \) number of states in \( M_1 \)
- \( m \leftarrow \) depth in breadth-first order of last state in \( M_1 \) to keep before chaos

for \( i = 0 \) to \( n \) do
  if \( i < m \) then
    copy state \( Q_i \) from \( M_1 \) to \( M_2 \)
    copy outgoing transitions of state \( Q_i \) from \( M_1 \) to \( M_2 \)
  else
    join state \( Q_i \) to the chaos state in \( M_2 \)
    copy outgoing transitions of \( Q_i \) in \( M_1 \) to \( M_2 \)
  end if
end for

5.2 Node Behaviour State Partition

Our second implementation abandons the idea of creating a chaos state and instead moves in the direction of creating a set partition which groups together states in \( M_1 \) which can perform exactly the same set of strings of length \( n \). With, for example, the length being 1, and there two states in \( M_1 \) which can only perform actions \( a \) and \( b \) then these two states are grouped together in one state in \( M_2 \). We currently cater only for length 1 but will deal with the general case in future work. Figure 2 illustrates the same \( \text{LTS} \) shown earlier on but this time reduced with the Node Behaviour state partition.

The state partitions created with this reduction are the following:
Interface generation using the Node Behaviour partition algorithm has also been implemented within the CADP toolkit [5]. As explained in algorithm 2 we first go through all the states in $M_1$ and group them in state partitions according to their outgoing transitions. These state partitions become the new states in $M_2$. We then create the transitions between the new state partitions to reflect the transitions present in $M_1$. The number of states and number of transitions in $M_2$ is clearly always smaller or equal to that in $M_1$.

6. CASE STUDIES OF COMPOSITIONAL VERIFICATION

In this section we describe some experiments carried out with the automatically generated interfaces. In order to come up with a good comparison of how these interfaces work we make use of an example listed as demo of the CADP toolkit which uses the projector operator discussed earlier.

We first give a very brief introduction to the CADP toolkit, then describe the rel/REL multicast protocol. We illustrate the results achieved when the sub-expressions of the protocol are restricted with our automatically generated interfaces.

6.1 Construction and Analysis of Distributed Processes (CADP)
Algorithm 2 Calculate $M_2 = M_1^{[n]}$

```
n ← number of states in $M_1$
for $i = 0$ to $n$
do
  if state partition already exists which maps the behaviour of $Q_i$, then
    add $Q_i$ from $M_1$ to this state partition
  else
    create new state partition
    add $Q_i$ from $M_1$ to the newly created state partition
  end if
end for
X,Y ← set of state partitions in $M_2$
for all partitions $X_j$ in X do
  for all partitions $Y_k$ in Y do
    if there are states in $X_j$ and $Y_k$ such that these states were connected in $M_1$, then
      connect with the same transition as in $M_1$, partitions $X_j$ and $Y_k$
    end if
  end for
end for
```

The CADP toolkit [5] consists of a set of verification tools developed by the VASY research group\(^1\). The toolkit is especially useful in the design of communication protocols and distributed systems. Processes are specified in LOTOS [4] which is essentially a language for specifying CCS and CSP like processes. CADP contains amongst other tools, compilers for translating LOTOS descriptions into C code and LTSs which is then used for simulation, verification and testing purposes. The implementation of our interfaces was carried out using the CADP tools for explicit state manipulation, namely the BCG. Binary Coded Graphs (BCG) is a package which uses highly optimised representation of LTSs together with various other tools for the manipulation of these LTSs. Further information on CADP can be obtained by visiting the VASY website.

The projector operator within CADP implements the semi-composition operator defined in [6]. This operator is used to constrain processes within their environment. We make use this semi-composition operator to constrain processes with our automatically generated interfaces before actually applying the parallel composition on them.

6.2 The rel/REL Multicast Protocol

The rel/REL protocol [9] provides a reliable atomic multicast service between stations connected by a network. The

\(^1\)http://www.inrialpes.fr/vasy/cadp/
LOTOS specification of the multicast protocol can be found in [6]. The rel/REL multicast service should ensure that a message sent by a transmitter is appropriately broadcasted to all receivers taking in consideration the fact that these stations may suffer from failures (i.e., they can crash).

In this paper we do not give details of how the rel/REL protocol works. We are only interested in the service provided by the protocol which need to be verified. The first property is that of atomicity, meaning that either all receivers get the message, or none of them will. This property is verified using temporal logic. The second property is that of causality meaning that the order of messages is preserved. By using our automatically generated interfaces we would like to observe a decrease in the number of states in the intermediate LTSs composing the whole protocol.

The example considered here is composed of one transmitting station (Trans) and three receiver stations (Rec). Their parallel composition denoted by expression $E$ (without using interfaces) is as follows:

$$(Rec2||_A Rec3)||(B Rec1)||_c Trans$$

where $A = \{R23, R32\}$, $B = \{R12, R13, R21, R31\}$, $C = \{RT1, RT2, RT3\}$

In [6] manually generated interfaces $I$ are used to restrict the receiver nodes. The transmitter LTS is then used to further restrict the composed receiver stations. Figure 6.2 shows how the projector operator is used when generating the LTS of the whole system. Note that the symbol $-||$ in figure 6.2 refers to the projector operator.

In order to calculate the decrease in number of states imposed by our interfaces we need to split up expression $E$ in various sub-expressions. [6] splits expression $E$ listed above in the following intermediate LTSs each of which corresponding to a generation step. Here we add $S0$ as a further intermediate step to analyse.

$$S1 = sem(Rec1)||_I \quad S0 = S12||_{(R23,R32)} S13$$
$$S2 = S0||_{(RT2,RT3)} sem(Tx) \quad S3 = (S1||_{(R12,R21,R13,R31)} S2)||_{(RTn)} sem(Tx)$$
$$sem(E) = S3||_{(RTn)} sem(Tx)$$

The following table illustrates the various reductions obtained when using our interfaces. Each row indicates the number of states of the subexpression together with the number of states remaining when the subexpression is reduced up to strong bisimulation [8].

The first column shows the reductions when manually generated interfaces are used. The reductions obtained with this method are clearly the best possible. The second column shows the sizes of the intermediate LTSs when no interfaces are used. We could only generated $S0$ in this case since the composition of $S2$ with $S1$, could not be generated due to the exponential growth of the composed LTSs. The third and fourth column illustrate the reductions obtained when BFReduction (Chaos State Partition implementation) and TEReduction (Node Behaviour n=1) were used.

The first row is indicative of the reductions obtained by the interfaces. When using a manually generated interface (user written) the receiver node is reduced to 1086 states. The original size of the receive node LTS is 2882 as indicated in the second column. Both BFReduction and TEReduction exploit the Transmitter LTS which is eventually composed with the Receiver nodes. An interface is generated out of this LTS and immediately applied to the Receiver node.

Both interfaces obtain a reduction in state space of the receiver node. When the receiver LTS is projected with the interface created by the BFReduction algorithm the receiver node is reduced to 2106 states. With the TEReduction algorithm we only manage to reduce the receiver LTS to 2700. It is interesting to note however that when both LTSs are reduced up to strong bisimulation both interface reduced receiver nodes get much smaller. Further work needs to be carried out in order to understand why this is the case.

The composition of two receiver nodes yields an LTS of 3,789,678 states when no interfaces are used. When using our interfaces we manage to get a reduction to 1,621,640 states with the BFReduction interface and a reduction to
3,313,694 states with the TEReduction interface. The composition if the receiver nodes on which the manual interface was used goes up only to 229,676 states. This clearly shows the difference a manually generated interface has on the composition of these LTS.

With these interfaces we can only generate up to $S_2$. Without interfaces not even $S_2$ could be generated. We are currently investigating some of the results obtained with these interfaces, whilst trying to improve on their implementations. The two implementations which we currently have serve only as proof of concept for our work. We clearly need to come up with more ‘intelligent’ interface generators.

7. FUTURE RESEARCH
This paper discusses only our initial attempts at interface generation. Through these interface we want to reduce the intermediate state space needed for the verification of systems. So far we have implemented two interface generators which only give us some indications on the way forward. The current interfaces have some pitfalls which we shall be addressing shortly. For example, TEReduction with a depth of 1, groups together in one state all those states which are able to perform only the internal action $\tau$. This can be partially avoided simply by increasing the depth to some other value greater than 1.

Further experiments also need to be carried out in order to better assess the behaviour of the current interfaces. We shall be working on the verification of various other protocols using interfaces. Ultimately we would like to obtain a general purpose interface generator which is able to effectively reduce the number of intermediate states necessary.
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ABSTRACT
In this paper we introduce EUMEDGRID, an EU-funded project with the objectives of building the first high performance computing grid extending across the Mediterranean, and fostering national grid initiatives in the Mediterranean region. Grid computing is an emerging technology which has generated significant global interest due to its potential to usher in a new era in computing: the provision of computing as a service on demand, akin to a utility such as the electricity grid. Grid computing aims to provide transparent access to computing and storage facilities distributed over a wide area. The European Commission sees grid computing as a crucial component in improving collaboration across the European Research Area. It is branded a key technology in the European Information Society 2010 initiative, whose aim is to maximize economic growth and social inclusion, thus making the EU “the most competitive, knowledge-based economy in the world by the year 2010” [29]. A brief overview of grid computing, applications, standards and architecture opens the paper. This is followed by an account of EUMEDGRID’s objectives and activities, and a discussion of Malta’s participation in grid initiatives. Finally, we consider the future of grids in Malta and the Mediterranean.
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1. INTRODUCTION
EUMEDGRID [9] is an initiative funded through the European Commission’s 6th Framework programme which aims to build the first high performance computing grid extending across the Mediterranean region. EUMEDGRID is currently in its pilot phase, and will eventually form part of EGEE, the European e-Science grid [6].

EUMEDGRID kicked off in 2006 with a meeting in Malta [28] and to date has secured EU funding to operate until December 2007. The project is coordinated by INFN (Italian National Institute for Nuclear Physics), and the project partners besides the University of Malta are

- GRNET (Greek Research and Technology Network),
- CERN (The European Organisation for Nuclear Research),
- DANTE (Delivery of Advanced Network Technology to Europe, UK),
- Consortium GARR (Italian Academic and Research Network),
- CYNET (Cyprus Research and Academic Network),
- RED.ES (Entidad Publica Empresarial, Spain),
- CERIST (Centre De Recherche sur l’Information Scientifique et Technique, Algeria),
- CNRST (Centre National Pour la Recherche Scientifique et Technique, Morocco),
- EUN (Egyptian Universities Network),
- HIIAST (Higher Institute of Applied Sciences and Technology, Syria),
- MSRTDC (Ministry of Scientific Research, Technology and Competency Development, Tunisia),
- TUBITAK (Scientific and Technological Research Council, Turkey).

Additionally, a number of third parties from Greece, Italy, Israel (IUCC), Jordan (JUNET), Palestine (PADI2), Tunisia, and Turkey are participating.

2. GRID COMPUTING
Grid computing is an emerging technology which has generated significant global attention. This is because grids have the potential to usher in a new era in computing: the age of computing and storage resources on demand, somewhat similar to a utility model such as the electricity grid. From a researcher’s viewpoint, grid computing enables remote interactive access to
specialised and exclusive scientific equipment, large scale computing facilities and repositories of experimental data, as well as collaboration with geographically dispersed research groups. This can revolutionise the way research is conducted and empower researchers in remote areas with limited facilities.

The European Commission sees grid computing as a crucial component in improving collaboration across the European Research Area. It is branded a key technology in the European Information Society 2010 initiative, whose aim is to maximize economic growth and social inclusion, thus making the EU “the most competitive, knowledge-based economy in the world by the year 2010” [29].

2.1 Grid Architecture

The concept of the Grid is driven by the need for “coordinated resource sharing and problem solving in dynamic, multi-institutional virtual organisations” [16]. This includes direct access to computers, software, data and other resources. Clear constraints on what resources may be shared and who can utilise them are defined by dynamic virtual organisations constituted by multiple individuals or institutions.

Grid technologies complement existing distributed technologies, rather than replacing them, by extending the distribution across organisational boundaries. Since interoperability is key to sharing, the Grid architecture must be open standards-based, defining protocols through which virtual organisation members and resources flexibly and dynamically negotiate, manage and utilise sharing relationships. These protocols govern interaction between components rather than their implementation, hence existing structures within institutions may be preserved.

The service abstraction is central to grid operations, and a number of standard services are defined to provide computation, data, resource discovery and other functionality that virtual organisation members may provide and utilise, while abstracting away the internal heterogeneity within specific resources. It is worth noting that web services are being utilised for this purpose in next generation Grid implementations.

Finally, programming interfaces must be built on top of grid services to enable developers to create applications for this dynamic environment.

The Grid architecture as specified in [16] contains the following layers, moving upwards:

- The Fabric Layer exposes the local resources which will be shared across the Grid. In general, more sophisticated actions on existing resources, such as advance reservation, will involve more work in the fabric layer in order to extend the resources’ existing (possibly limited) functionality. Enquiry (to establish current state, capabilities and structure) and management mechanisms are required at the very least. The types of resources exposed by the fabric layer may include computational resources, storage resources, network resources and databases.

- The Connectivity Layer provides communication and authentication protocols to enable the controlled sharing of resources in the fabric layer. Standard Internet protocols for networking and security are generally used. Authentication for virtual organisations should enable single sign-on, delegation of permissions (the ability of a program to perform actions on a user’s behalf), user-based trust (combined use of resources from multiple locations without further administrator intervention, provided usage permissions for the individual resources are set), and integration with existing local security mechanisms.

- The Resource Layer builds on the connectivity layer to provide sharing of individual resources. This layer defines protocols and programming interfaces for negotiation, initiation, monitoring, control and accounting for the sharing of a resource. The resource layer also utilises the local fabric layer to provide shared access to local resources. Resource layer protocols may be classified into information and management protocols. The problem of synchronisation between multiple resources is left to the following layer.

- The Collective Layer deals with the coordination of multiple resources by providing protocols, services and programming interfaces for directories, resource allocation, scheduling and brokering, monitoring and diagnostics, data replication, workload management and collaboration, software discovery and accounting, amongst others. Some collective layer services may be specific to a particular virtual organisation. Persistence of state is a key issue in this layer.

- The Application Layer consists of the applications that execute within a virtual organisation, and make use of services at any underlying layer, which are exposed through well-defined protocols.

2.2 Grid Applications

While the most widely publicised applications for grids to date are in high energy physics (HEP) and bioinformatics, any application requiring substantial computational power, storage resources, and/or cooperation between users across geographically dispersed locations is a valid candidate.

In this section we will focus on a selection of applications running on the European e-Science Grid (EGEE and EGEE-II [6]), due to the close association of EUEDGRID with these activities. The applications mentioned here are treated in further detail in [7].

- **High Energy Physics** was an initial pilot area for grid applications. One of the main tasks of European research grids will be to handle the processing of vast amounts of data that will be generated by the Large Hadron Collider experiments (ATLAS, CMS, ALICE, LHCb) at CERN. Other HEP experiments, such as BaBar, CDF, D0, H1 and ZEUS are currently making use of the EGEE infrastructure.

- **Biomedical Applications.** The biomedical community was also involved in initial grid pilots from the outset. At this stage, several applications are running on the EGEE infrastructure. Amongst these are GPS@ and WISDOM. GPS@ is a bioinformatics portal providing protein sequence similarity searches, sites and signatures detection, multiple alignment, secondary structure prediction and primary structure analysis. The WISDOM Drug Discovery application aims to speed up the process of finding new drugs against malaria, H5N1 and other diseases.

- **Astrophysics Applications.** The European Space Agency is utilising EGEE e-infrastructure to simulate the forthcoming Planck satellite mission and test the data pipelines, thus
providing input to the mission’s hardware requirements. The EGEE e-infrastructure is also processing data from MAGIC, an imaging atmospheric telescope located on the Canary Islands that is used for astro-particle physics research.

- **Earth Science and Geophysics Applications.** The Grid is being used to analyse ozone profiles from the GOME satellite and oil spill data from the ERS/SAR satellite, facilitating data sharing within the earth observation community. Earthquake simulations using 3D geological models, and Monte Carlo simulations for seawater intrusion in a coastal aquifer of the Mediterranean basin are also being carried out. In addition, a flood forecasting application has been ported for grid execution. Finally, GeoCluster, a seismic processing solution, is the first industrial application running on the EGEE production service.

- **Computational Chemistry.** A number of applications have been deployed under the computational chemistry virtual organisation. The GEMS and Di-Poly applications are running on EGEE to simulate the reaction dynamics of complex chemical systems. RWAVEP computes chemical reactive quantum probabilities. COLOMBUS performs ab initio molecular electronic structure calculations, while GAMESS calculates SCF wave functions for molecular quantum chemistry.

- Other areas such as Financial and Economic Research, Digital Libraries, Fusion Research.

3. **THE EUMEDGRID PROJECT**

3.1 **European and Mediterranean Scenarios**

Recent developments in European Research Infrastructures have led to the creation of a pan-EU high-speed research network with full administrative and operational support. This network has paved the way for the development of an overlying European Grid infrastructure in order to enable the sharing of distributed computing power and storage across geographical and administrative domains. This e-infrastructure provides a platform for new methods of global collaborative research: e-science. The leading initiatives in European e-infrastructures are the GÉANT /GÉANT2 [18][19] and EGEE/EGEE-II [6] projects.

The e-Infrastructure is bound to broaden in the next few years, as a result of a number of initiatives taken in this area between Europe and developing countries all around the world. Implementing a Grid-enabled infrastructure would be of strategic relevance to foster collaboration between researchers from Europe and other countries and to contribute towards bridging the digital divide among areas with different levels of technological development.

The EUMEDCONNECT project [8] has succeeded in establishing a Mediterranean research network (see Figure 1). At this very moment, several non-EU Mediterranean countries are taking the first steps towards adopting Grid computing and a number of cooperative research projects exist thanks to the collaboration between scientists from the Mediterranean and Europe. These projects would strongly benefit from the availability of a stable regional Grid-enabled infrastructure.
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**Figure 1. The EUMEDCONNECT network, a basis for EUMEDGRID**

3.2 **The Objectives of EUMEDGRID**

The objective of the EUMEDGRID project is to bring the less experienced and less resourced countries of the Mediterranean region to the level of European developments with regards to e-infrastructures [26]. With the Mediterranean networking infrastructure reaching stability through the EUMEDCONNECT project, the focus of the EUMEDGRID will be on Grid infrastructure and related e-science applications. The objectives of EUMEDGRID are focused on two main areas:

- creating a human network in e-science, assessing its needs and transferring Grid expertise to the constituent communities; and

- driving the technological developments that will enable the commencement of Grid operations in the region.

A broad range of activities will focus on dissemination and outreach, hands-on workshops and close collaboration with related projects such as EUMEDCONNECT, GÉANT, EGEE and SEE-GRID [27]. Furthermore, a pilot Grid infrastructure will be created, including Grid cluster deployment and the development and enforcement of operational and organisational schemes. Finally, a range of regional e-science applications will be investigated, with candidate applications deployed on the regional infrastructure.

This approach will help bridge the digital divide between Mediterranean countries and the EU and will facilitate the participation of these countries in European and worldwide e-infrastructures and e-science activities, thus expanding and supporting the European Research Area (ERA).

EUMEDGRID will pave the way towards the provision of a transparent and ubiquitous common market of computing resources to the various research communities in the region. Integration of EUMEDGRID into the wider European e-infrastructure will provide the research and education community of the region with access to a much larger pool of storage and computing resources than currently available.

EUMEDGRID will utilise the networks built through the EUMEDCONNECT and GÉANT projects, as well as through strong liaisons with the EGEE project and the experience of other regional initiatives such as SEE-GRID.

We now provide a detailed list of specific objectives for EUMEDGRID as specified in the project proposal’s technical
annex. The first set of objectives focus on soft actions, with the overall aim of creating a human network in the area of Grids, e-science and e-infrastructures in the Mediterranean, and promoting regional and international cooperation:

O1 Stimulate the formation of national Grid infrastructures (NGIs) in the Mediterranean countries, thus contributing to the creation of a “virtual Grid-based research space”.

O2 Promote awareness in the region regarding Grid developments through the organization of a number of dissemination and outreach events, which will promote the project results to the private and public sector, ultimately reaching the general public.

O3 Establish a dialogue regarding policy developments for research and education networking and provide input to the agenda of national funding bodies and if possible governments.

The second set of objectives focus the technical aspects and are intended to support, on the basis of an in-depth analysis of local requirements, the implementation of a pilot Grid infrastructure across the Mediterranean and the deployment of a set of test applications on it:

O4 Capture local e-science user requirements in terms of resources needed, Grid services, and application software.

O5 Provide guidelines and technical cookbooks to guide regional integration in the Euro-Mediterranean infrastructures

O6 Support the establishment of pilot Grid resource centres at each country in the region, and adapt and implement operational and organisational management procedures, bringing the region up to speed with production-level operations. Pilot Grid resource centres are intended to be the major vehicle of this process, becoming the seeds of national Grid infrastructures in the Mediterranean countries.

O7 Build upon and exploit the network infrastructure provided by GÉANT and EUMEDCONNECT in the region. The amalgamation of national grid initiatives into a Mediterranean infrastructure will take advantage of the existing human network created within the EUMEDCONNECT project. It is envisaged that this human network will trigger the creation of a physical backbone connecting directly all EUMEDGRID actors, to maximize the effectiveness of the pilot grid infrastructure.

O8 As a proof of principle, support the deployment of EGEE applications (high energy physics, biomed) and other Grid applications of regional interest on the pilot infrastructure, with the involvement of local user community. New user communities will be actively encouraged to join the EUMEDGRID community and deploy their own applications on the pilot infrastructure.

3.3 Expected Impact of EUMEDGRID

This section outlines the expected strategic impact of the EUMEDGRID project, focusing on standards and policy.

3.3.1 Standards

One of the key objectives of EUMEDGRID is to enable the implementation of a pilot Grid interoperable with wider European (EGEE) and worldwide Grids, thus ensuring a smooth integration on the infrastructure, core middleware and service levels. This will in turn enable resource and service access and sharing between the Mediterranean region and rest of Europe and the world, allowing the local user communities to access resources and collaborate with partners across Europe and the world.

In this context, an inherent activity within EUMEDGRID will be active use of the middleware developed by EGEE, its validation and certification, and feedback regarding its functionality and performance, based on its use. In this way, EUMEDGRID will actively participate in requirements capture and feedback on the middleware, standards and protocols, but also Grid management tools. Via this feedback through EGEE, EUMEDGRID will indirectly contribute to international standards bodies such as the Open Grid Forum (OGF) [25].

3.3.2 Policy


The EC has since approved initiatives for the development of the EUro-MEDiterranean Information Society (EUMEDIS) specifically designed to reduce the region’s informational and technological gap as compared to the neighbouring countries. The Programme is also complementary to a regional telecom regulatory framework project, New Approaches to Telecom Policy, launched around the same time. In coming years it is foreseen that all current financial assistance instruments will be integrated into the framework of the new European Neighbourhood Policy.

The European Neighbourhood Policy (ENP) [15] is an overall policy aiming to share the benefits of the EU’s enlargement with neighbouring countries in strengthening stability, security and welfare, in order to prevent the emergence of new dividing lines between the enlarged EU and its neighbours. Amongst the ENP’s key issues are the integration of infrastructures, and scientific and cultural cooperation.

The EUMEDGRID project will contribute to policy developments via a number of its activities:

- Enhance collaboration between scientific communities, both within the region and with the rest of Europe and the world, thus paving the way for educational, scientific and cultural exchanges, initiatives and projects across borders.
- Stimulate the sharing of the know-how in terms of Grid computing within the region and between the region and the rest of Europe and the world.
- Stimulate the use of the regional networking infrastructure (GÉANT, EUMEDCONNECT) and trigger the connection of the Mediterranean national research and education networks with each other in order to create a powerful regional backbone.
- Become a catalyst for the development of a common computing and storage infrastructure, thus paving the way for a unified regional e-Infrastructure.
• Facilitate research activities over a number of scientific sectors, by providing access to the nascent e-Infrastructures to a wide spectrum of applications.
• Encourage the interaction of research communities and governmental bodies in the region with the aim of gaining long-term support for e-infrastructures and e-science.
• Foster dialogue on common policies among governments by means of a targeted communication strategy, including the organization of a dedicated Policy workshop.
• Take advantage of the experience of the e-Infrastructure Reflection Group [4], involve in it actors from Mediterranean and propose its model at a regional level. EUMEDGRID aims to trigger these actions by involving the countries of the region in latest developments and e-infrastructure practices in networking, computing and e-science. e-Europe aims to accelerate the development of the information society in Europe and ensure its availability to all citizens. In this context, the impact of the project will hopefully be beyond the immediate scientific community, building towards an all-inclusive knowledge society.

The project is expected to improve the following knowledge-based society indicators along three distinct lines:

1. Providing cheaper, faster, secure and immediate access to resources;
2. Investing in people and skills;
3. Exploiting the network infrastructures provided by GÉANT and EUMEDCONNECT.

These are seen as directly linked to economic development of the region.

3.4 EUMEDGRID Activities

There are four support activities within EUMEDGRID, dealing with requirements capture and analysis (work package 2), Grid middleware and establishment and operations of the regional pilot Grid infrastructure (work package 3), supporting applications deployment (work package 4), and outreach and dissemination (work package 5). Project administration and technical management is encapsulated a separate work package. We will provide a brief overview of the activities within each work package, as outlined in the project proposal [26].

3.4.1 Requirements capture and analysis (WP2)

This work package, under the management of the University of Malta, is responsible for the gathering and analysis of participant information through various sources, and the formulation of a strategy and technological roadmap for the implementation of the EUMEDGRID initiatives on the basis of this analysis.

A questionnaire was designed to establish the status in each of the participant countries as regards grid technology awareness, current use of computing or grid facilities, current and future grid application requirements, and existing hardware infrastructure (computing power, storage capacity, connectivity). A system for the online submission of questionnaire responses was developed and deployed [12]. In total, ninety-six questionnaire responses were gathered from researchers and institutions in eleven participant countries and analysed, though we are still accepting responses at this stage. Furthermore, the current state of play in the IT and telecommunications areas including research and academic network initiatives in each of the participant countries was established through various sources. The information collected was analysed and a detailed report on the findings presented in a project deliverable document [10], which has provided EUMEDGRID with a clear view of the state of the current Mediterranean grid computing, IT and telecommunications landscape.

The second activity of this work package, coordinated by CERN, utilised as its principal input the above-mentioned results to formulate a strategy and a technical roadmap for EUMEDGRID. A model for the promulgation of Grid technologies to the Mediterranean region was established to guide the formation of sustainable National Grid Initiatives and the development of regional infrastructure for integration purposes. Technical solutions were proposed, taking into consideration the middleware and hardware infrastructure requirements. Additionally, a regional deployment strategy starting from site installation to operations was developed, giving due consideration to the regional perspective in terms of financial, political, technical, managerial, and time-scale concerns. The experience gained in other European projects for the promotion of regional Grid initiatives, such as SEE-GRID, was a primary guiding force in this activity. The strategy and technical roadmap was also documented in a project deliverable [11], and serves as a guide for the infrastructure and operations activities in work package 3.

This work package was formally completed in summer 2006, though the questionnaire is still open for further responses from interested researchers and institutions.

3.4.2 Infrastructure and operations (WP3)

Taking as input the regional requirements and technical roadmap produced by work package 2, this work package, coordinated by
GRNET, is currently supporting the successful deployment and operation of the regional pilot Grid infrastructure. This involves the selection and adaptation of middleware solutions produced by the leading Grid projects, with special focus on the latest EGEE middleware based on web services.

The aim during the first year of the project is to ensure the establishment of one stable pilot cluster in each beneficiary country, and to achieve interoperability of the pilot infrastructure. This task is already in an advanced state of completion, with clusters forming part of EUMEDGRID in various Mediterranean countries including Malta. A catch-all Certification Authority (CA) for the region, to issue user and machine certificates to entities in the countries which do not have an established CA, has been established. In the meantime, related CA and Registration Authority guidelines are being established. By the end of the first project year, all the participant countries should have gained some hands-on experience with Grid middleware and clusters.

As the regional teams gain experience, studies will be carried out to determine the operational requirements for the pilot infrastructure. Solutions for the operations centres will be proposed, with the special emphasis on the relationship with EGEE production-level operations and operational structures such as existing Regional Operations Centres (ROCs) and Core Infrastructure Centres (CICs). GRNET will lead this effort, benefiting from its experience in running a distributed operations centre in the EGEE and SEE-GRID projects.

Solutions will also be proposed for helpdesks and monitoring. Although the project does not intend to deliver production-level Grid services (with full manageability, robustness, resilience to failure, scalability, 24/7 production operations, etc.), all available effort will be invested to adopt as many practices as possible from EGEE. The second year of the project will focus on this aspect and it is envisaged that at the end of the project most countries will gain enough expertise and experience to be able to support full-fledged production Grid operations.

This work package aims to integrate the existing and nascent National Grid Initiatives through enabling an interoperable infrastructure. Moreover, by promoting the deployment of standard solutions, this infrastructure will aim to be interoperable with wider European and worldwide Grid services. Finally, this work package is responsible for providing network support and co-ordinating this activity with corresponding network projects such as EU MEDCONNECT and GÉANT.

3.4.3 Application selection and deployment (WP4)

Three application classes will be considered for deployment on the EUMEDGRID infrastructure under this work package which is coordinated by INFN:

- **A well-established set of Grid applications, such as the EGEE applications**, which will be used to verify the effectiveness of the pilot infrastructure. The application areas (and associated user communities) in this class are:
  - LHC (Large Hadron Collider) experiments in the field of High Energy Physics. Experiments at LHC, currently under development at CERN, will start taking data in 2007 and groups of Mediterranean scientists are actively participating in these experiments. The data collected by each experiment will be of the order of 100 Mbytes per second and will be widely available to all the collaborators in Europe and worldwide, provided that good connectivity and a compatible grid infrastructure is available.
  - Biomedicine applications, as this is the second pilot scientific field in EGEE. EUMEDGRID is currently contributing resources to the WISDOM Data Challenge [4], which is utilising Grid technology to assist in drug design.
  - Earth sciences applications, which are emerging as the third-level scientific field in EGEE. A typical application that could be deployed is SPEC FEM 3D, numerical simulation of earthquakes in complex three-dimensional geological models.

- **A set of applications to be chosen between the Mediterranean partners of the project as regional pilot applications.** The selected applications will be a sample of those most demanding in terms of producing and processing large quantities of data. The GILDA test bed will be used to validate and integrate candidate applications.

- **Applications intended to attract new communities.** A preliminary segmentation of the user base, obtained in collaboration with the Mediterranean partners, will identify this audience, and a number of public relations activities will be undertaken in order to contact the new potential users and facilitate their participation in the EUMEDGRID community. The intention is to support the communities contacted as part of the dissemination by illustrating the benefits of Grid computing and providing them with an opportunity to use the Grid infrastructure for their research activities.

An applications questionnaire is currently being hosted at the University of Malta [13], and potential grid users in the Mediterranean region are encouraged to submit their responses in order to indicate their Grid application requirements.

3.4.4 Dissemination and outreach (WP5)

Dissemination and outreach activities are a crucial component of EUMEDGRID’s strategy to introduce state of the art grid technologies to users from a broad range of disciplines in the Mediterranean region. The aims of this work package, coordinated by GARR, are to:

- disseminate knowledge to communities who have already expressed an interest in grids through the requirements analysis questionnaire or other means.
- disseminate information about the benefits of grid technology to a wider audience, in order to attract new communities which have not yet evaluated this technology. This includes not just researchers, but parties who could potentially support further development in this field, such as governments, funding bodies and private industry.
- create a human network in the Mediterranean to spread both Grid awareness and know-how among researchers.

The tools at EUMEDGRID’s disposal to achieve these aims include the project web site, press releases to general and specialist media, bulletins, and events organised for general and specialist audiences. A number of events have already been organised, such as the February 2006 kick-off meeting and
information event in Malta, the September 2006 conference in Rome and various Grid computing tutorials across the Mediterranean. Over the past few months EUMEDGRID has been the focus of a number of media reports in the region. Additionally, through this work package, EUMEDGRID is liaising with a number of other projects such as EGEE and SEEGRID and ensuring that information on EUMEDGRID is disseminated at related events.

Training events are being hosted at a steady rate in a number of participant countries, including Greece, Turkey and Morocco. Training sessions ensure that users understand the characteristics of the offered grid services and that they have enough technical knowledge to properly use the infrastructure. Besides the basic induction training, two other complementary training sessions will be offered, covering the needs of advanced users who require deeper technical knowledge, and regular updates to keep the users informed about new services and functionalities.

Specialised training is also provided to persons involved in the technical aspects of the project. These include developers, virtual organisation managers, resource centre administrators, resource centre security managers and other support personnel. The INFN GILDA grid computing infrastructure for dissemination and training [17] will be an enabler and a key tool for the transmission of advanced knowledge and will allow new users to gain first-hand, on-the-job experience of a real grid infrastructure, including typical services and applications.

4. GRID COMPUTING IN MALTA

Malta, through the University’s Computing Services Centre, has been involved in e-Infrastructure initiatives such as EUMEDCONNECT and GÉANT for several years, with the associated benefit of substantially improved international Internet connectivity for academics and researchers.

The need for a Mediterranean Grid project was discussed amongst EUMEDCONNECT participants in late 2004, and an editorial board consisting of members from Italy, Greece and Malta was appointed to pen a proposal for EU funding. The bid was successful, and EUMEDGRID commenced in January 2006 with INFN, Italy leading the project and Malta’s participation coordinated by the University’s Computing Services Centre in collaboration with the Department of Computer Science and Artificial Intelligence.

The project kick-off meeting was hosted by Malta in February 2006 [28]. A public information session on Grid computing was organised, at which the Maltese Minister for Education, the Hon. Louis Galea, addressed the audience. A number of interviews with the intention of further raising awareness about Grid computing were aired on Malta’s television stations during 2006.

Malta, as overall coordinator of the requirements gathering and analysis work package which ran through project months one to seven, was responsible for devising a Grids Requirements questionnaire, deploying an online system for the submission of responses, and liaising with the Mediterranean partners to ensure that the call for questionnaire responses reached the intended target audience in the region. By April 2006, ninety-six responses were received from eleven countries. On the basis of these responses, and further information gathered from the partners and others regarding the IT and telecommunications infrastructure in the Mediterranean countries, a requirements analysis document for EUMEDGRID was produced at the University of Malta and submitted to the European Commission in July 2006 [10]. This document served as an input to the technical roadmap prepared by CERN within the same work package [11].

Progress has been also made on the deployment of the Maltese Grid e-Infrastructure. The Department of Computer Science and Artificial Intelligence’s compute cluster, hosted in the Computing Building, has been a part of the EUMEDGRID e-Infrastructure since summer 2006, and jobs are being successfully submitted from other countries.

The current effort is focused on identifying Maltese grid computing users and applications. Maltese researchers and academics are being solicited to provide EUMEDGRID with information on their possible applications for Grid technology. We are looking for individuals or teams who:

- would benefit from accessing the existing EGEE applications (High Energy Physics, Biomed, Earth Sciences), or other existing Grid applications that could be made available on EUMEDGRID;
- currently use parallel applications running on clusters (using MPI [23], PVM [1], etc.) and would like to ‘gridify’ them for vastly improved execution speed and capacity for larger data sets;
- require large amounts of compute and storage resources to solve a research problem, but do not have experience with parallel or Grid computing.

A principal target for Malta by the end of the first EUMEDGRID project is to have a number of local users making use of the newly created e-infrastructure to solve research problems on a pilot basis. This will hopefully lead to the Grid service being offered as a standard computing service to academic and research institutions in Malta in the coming years.

A goal of EUMEDGRID is to stimulate the formation of locally funded National Grid Initiatives. In the Maltese context, this is a long term activity which commences with educating the Maltese public, researchers and policy makers about the Grid philosophy that is considered so crucial in the European context.

5. CONCLUSION

This paper has provided its reader with a brief overview of Grid computing and of the EUMEDGRID project. The objectives of EUMEDGRID were discussed, along with an analysis of the project’s strategic impact, and the principal actions that are being carried out within EUMEDGRID. Furthermore, an overview of Malta’s involvement in Grid initiatives was provided.

The EUMEDGRID initiative hopes to influence the Mediterranean region from the social as well as the technological perspective. While the Grid deployment process is a necessary component of the EUMEDGRID approach, its value would be severely diluted without a corresponding effort to stimulate the creation and strengthening of human networks in e-science, a thriving user community of researchers spanning the Mediterranean, and indeed, the entire world. The nascent e-infrastructure is purely an enabler for this vision.

EUMEDGRID will formally close at the end of 2007. With the project activities well on track, it is the partners’ intention to seek
further funding for the continuation of the project, while developing plans to ensure its long-term sustainability.
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ABSTRACT
Formal specifications are one of the design choices in reactive
and/or real-time systems as a number of notations exist to
formally define parts of the system. However, defining the
system formally is not enough to guarantee correctness thus
the specifications are used as execution monitors over the
system. A number of projects are around that provide a
framework to define execution monitors in Interval Temporal
Logic (ITL), such as Temporal-Rover [3], EAGLE Flier [1],

This paper briefly describes the D³CA framework, consist-
ing in the adaptation of Quantified Discrete-Time Duration
Calculus [7] to monitoring assertions. The D³CA framework
uses the synchronous data-flow programming language Lustre
as a generic platform for defining the notation. Additionally,
Lustre endows the framework with the ability to
predetermine the space and time requirements of the mon-
itoring system. After defining the notation framework the
second part of the paper presents two case studies - a mine
pump and an answering machine. The case studies illustrate
the power endowed by using ITL observers in a reactive or
event-driven system.

Categories and Subject Descriptors
[Formal Methods]: Validation
General Terms
Formal validation, duration calculus, QDDC, D³CA , inter-
val temporal logic.

1. INTRODUCTION
The question “Does this program do what it is supposed
to do?” and “Will the program work under any environ-
ment changes?” are frequently asked when developing a software.
A number of techniques have been proposed and adopted
during the years, one of which is formal validation.

The major validation tools around concentrate on tem-
poral logics as they provide a means for time measurement.
The temporal logic branch of Interval Temporal Logic (ITL)
provide means to measure correctness in intervals, which fa-
cilitates the scoping of tests and reduce the total impact of
the monitors on the system.

We illustrate this by building a basic framework in which
the user can, alongside the program, specify properties us-
ing interval temporal logic which are automatically woven
as monitors into the source code, thus producing the single
monitored application. The monitored application at cer-
tain intervals checks whether the application state is valid
according to the mathematical model, enabling runtime val-
idation of ITL properties.

In this paper we concentrate on showing how the frame-
work can be used in a normal application using two simu-
lated environments.

The rest of the paper is organised as follows: the next
section briefly describes some of the validation tools around.
Section 3 outlines the syntax and semantics of the interval
temporal logic notation used in the paper. In section 4 we
describe a framework for the Interval Temporal Logic (ITL)
monitors generation and weaving. Finally we conclude by
presenting two scenarios where the framework was applied.

2. VALIDATION
The size and complexity of software developed today re-
sult in debugging and testing not being sufficiently effective.
Formal methods go some way towards tackling this prob-
lem. Using model-checking, one test all execution paths of a
system to be checked for correctness. Nevertheless, model-
checking is expensive to run and does not scale up, even
when systems are reduced via abstraction. Validation is a
light-weighed formal method, which checks the system cor-
rectness for a single path of execution. The path verification
is performed by checking at runtime that the formal specifi-
cations weaved into the system source code constantly hold.
A number of projects have been undertaken in order to find
a suitable validation technique for different logics and sce-
narios. Some projects are Temporal Rover [3], Java-MaC [6],
EAGLE [1] and RTMAssertions [8].

Temporal Rover. is a proprietary validation tool by Time-
Rover. It integrates properties specified in Linear Temporal
Logic (LTL) and Metric Temporal Logic (MTL) into an an-
notated source code [3]. The integration is performed by a
pre-compiler. The formal properties are checked for con-
istency on every cycle, determined by a call to a method
"assign". On a false evaluation of a property an exception is raised, which the system handles in order to return to a safe state. One of the aims of Temporal Rover is to validate embedded system, which are limited in resources. Hence, the system provides another tool, DBRover, which allows properties to be checked remotely on a host PC.

**Java-MaC.** is a prototype implementation of a more generic architecture named Modelling and Checking (MaC). The MaC architecture consists of three modules, a filter, event recogniser and run-time checker. The properties used by the filter and event recogniser are written in Primitive Event Definition Language (PEDL), which provides a means of defining the formal specifications in relation to the implementation level. When an event (state transition) is identified by the event recogniser, the new state information is sent to the run-time checker, whose properties are written in Meta Event Definition Language (MEDL). The run-time checker in MaC is executed remotely and the information is transmitted using TCP sockets, leading to less strain on the monitored system resources.

**Eagle.** framework distinguishes from the other validation projects mentioned in this report. Eagle performs validation over an execution trace and on a state-by-state basis that frees the monitoring system from using additional memory for storing the trace. The framework provides its own logic, named EAGLE, which is enough powerful to allow other logic notation to be specified in the Eagle logic. A disadvantage in EAGLE is that the type of properties, that is whether it is a liveness or safety property, has to be explicitly specified.

**RTMAssertions.** uses Aspect-Oriented Programming (AOP) to separate between LTL properties and the program implementation. The LTL properties are first converted into an Abstract Syntax Tree (AST) which together with the RTM framework is woven into the code by the aspect weaver. The LTL properties are evaluated by subdividing the LTL formula into a number of atoms, the tree leaves, which are evaluated first. Then by following the nodes path to the root, the actual formula result, is calculated recursively.

This section overviewed some of the projects in the validation field. Next is the logic notation used in the paper.

### 3. DISCRETE AND DETERMINISTIC DURATION CALCULUS

Discrete and deterministic Duration Calculus is a descendant of Quantified Discrete-Time Duration Calculus by Pandya [7]. The logic assumes that the future is determined by the past events thus it can be easily implemented using any programming language.

#### 3.1 Syntax and Semantics

The most basic expression in discrete and deterministic Duration Calculus are propositions, referred to as state variables. Let $P$ be a state variable than its syntax is

$$P ::= \text{false} | \text{true} | p \ | op \ P \ | \neg P$$

where $p$ is a propositional variable and $op \in \{\land, \lor, \Rightarrow, \Leftrightarrow, \otimes \text{(xor)}\}$.

On the assumption that system states have finite variability. Let $\sigma$ be a non-empty sequence of state variables

$$\sigma \models \text{df} \ (\text{state variable} \rightarrow \text{E})^+$$

where, the length of the sequence is given by $\#(\sigma)$.

Discrete and deterministic Duration Calculus is an Interval Temporal Logic, in other words the expressions defined using this notation require an interval. Defining first the concept of time as

$$T = \text{df} \ N$$

Then an interval is defined as

$$\text{Intv} = \{ (b, e) \mid b, e \in T \}$$

Let $\sigma \models D$ mean that the finite sequence $\sigma$ satisfies the duration formula $D$ within the interval, $I \in \text{Intv}$.\(^1\)

#### 4. THE TOOL: D\(^3\)CA

D\(^3\)CA is a prototype implementation of a validation engine for properties defined in deterministic QDDC. The programming language used for implementation is C#.

D\(^3\)CA consists of two modules: the validation engine and the weaving of validation with the system. The validation engine grabs a collection of properties and using a simulated Lustre environment checks the each property with the current state. The weaving process can be performed using Aspect Oriented programming (AOP) tools. Nevertheless, for better understanding of the communication process between the validation engine and the monitored system, a weaver is discussed.

Figure 1 illustrates the architecture of a D\(^3\)CA monitored system.

\(^1\)Due to lack of space, some operators are defined informally. For full formal definitions, refer to [2].
4.1 Lustre

Lustre is a dataflow synchronous language [4], that is it applies the synchrony hypothesis over execution of code. The hypothesis states that all computations are performed atomically and take no time to execute. Lustre implements a restricted subset of dataflow primitives and structures, that makes it applicable to reactive and real-time systems.

Lustre provides three data types: integer, real and boolean. The variables used inside Lustre must be explicitly declared and initialised to the appropriate data type. The expression variables have the form “\(X = E\)” where \(X\) is associated with the expression \(E\). Therefore, \(E\) is taken to be the only possible value for \(X\).

The Lustre operators set consists in the basic data type operators, conditional branching and two special operators, \(\text{pre}\) and “followed by” (→). The \(\text{pre}\) operator enables the access to a variable history. While the “followed by” operator is used to concatenate two streams together, where at time zero the second stream is equal to the first value of the first stream.

In D^3CA the Lustre environment is simulated, that is, rather than using a Lustre compiler the data types are implemented as classes. Using boolean variables with deterministic QDDC leads the value of \text{false} to be ambiguous. The Lustre environment is extended with 3-valued logic data type, which extends the boolean data type with the additional value of \text{indeterminate} for expressions whose truth value has yet to be determined.

The use of a Lustre environment in D^3CA allows the space and memory requirements of the specified properties to be predetermined. Hence, providing a place for optimisation and a knowledge on the side-effects of the validation engine on the monitored system.

4.2 Weaver

The weaver module consists in transforming annotated control instructions to the actual validation code. The annotated control instructions can be of five types:

1. \{\text{validation\_engine: bind variable\_name variable\_value}\}
2. \{\text{validation\_engine: unbind variable\_name}\}
3. \{\text{validation\_engine: start assertion\_name}\}
4. \{\text{validation\_engine: stop assertion\_name}\}
5. \{\text{validation\_engine: synchronise B}\}

In validation the state variables are mapped to the system variables. In software, variables are typically placed in their local scope, hence, they cannot be accessed from outside code. This raises a problem with interval temporal logic assertions that have crosscutting semantics. To surmount the problem the two variable un/binding annotations are provided. A variable can be bound to either a system variable while the variable is in scope or to a numeric value. The unbind annotation instructs the weaver that the value of the variable must be kept constant.

An important characteristic of the D^3CA is that it uses interval temporal logic. That is, the properties are expected to hold for intervals. To control the interval of an assertion the start and stop annotations are provided. When checking a stopped assertion, the \text{indeterminate} value is considered to be false as the property has not been full satisfied during the interval.

The last and most important annotation is “synchronise”. This annotation instructs the weaver that the properties has to be checked for consistency. Nevertheless, before performing the runtime checking the variables are updated. The update also includes the reassigment of constant variables as to reflect their values according to the current state, Figure 2.

\begin{align*}
\text{pre0(const)} & = 0 \\
\text{pre1(pre0(const))} & = 0 \\
\text{pre2(pre1(pre0(const))} & = 0 \\
& \vdots \\
\text{pre_n(pre_n(const))} & = 0
\end{align*}

Figure 2: Lustre constant to system state relation

The “synchronise” annotation takes a boolean value. This value instructs the synchronisation method whether to abandon execution on trapping an error. However, independently of the value passed the runtime checker still reports the errors that has been encountered.

4.3 Monitoring

The monitoring process consists in two interdependent tasks. The core task is the evaluation of the properties, which is performed using the Lustre environment. The direct use of the evaluation process is cumbersome. Hence, the validation task is used to abstract the evaluation process and perform the repetitive task of evaluating each property.

4.3.1 Initialisation

The initialisation process consists in converting the monitoring properties from the mathematical notation to a collection Abstract Syntax Trees (ASTs). The conversion process...
is performed using a parser as the mathematical notation provides a suitable grammar representation.

The AST data structure is adopted since it provides a suitable visualisation of how complex properties are decomposed into smaller properties. Evaluating the smaller properties is assumed to be simpler, hence, by evaluating the lower nodes in the tree facilitates the process of obtaining the satisfiability value.

### 4.3.2 Evaluation

The evaluation process is a bottom-up traversal of the AST structure. The simplest nodes to evaluate are the leaf nodes that are either propositions or numeric variables. After mapping the system state value to the leaf nodes, the nodes at a higher level can be evaluated. The evaluation of the non-leaf nodes consists in calling the function related to the operator\(^2\). The property satisfiability value is then determined by the value obtained by evaluating the root node.

\[ \text{EVALUATE}(\text{Symbolic Automaton}) \]

1. for each node starting from the leaf nodes
2. do expression variable \(\rightarrow\) evaluation node expression
3. Symbolic automaton validity result \(\rightarrow\) root node value

### 4.3.3 Validation

The evaluation process described above is encapsulated in the validation process. The property ASTs are evaluated bottom-up, hence, the state variables has to be updated before the starting the evaluation. In algorithm VALIDATE line 1 suspends the system execution to perform the validation process. Therefore, ensuring that the system state is not corrupted during the validation process. When the system is stopped, line 2 updates the state variables to reflect the system variables. That is, performs a transition from the current state to the new state.

The actual validation process consists in performing the evaluation process on the collection of ASTs, lines 3–6. Each AST is checked for validity and one of the 3 logic states is returned. When a property is violated the system reports the error together with a the property trace. Note that, the monitoring system uses symbolic automata to represent the system, hence, it is not possible to depict the entire state according to the execution path, without keeping a history.

\[ \text{VALIDATE} \]

1. Stop system execution. // Required for variable integrity
2. Update non-expression variables
3. for each symbolic automaton
4. do Valid \(\leftarrow\) EVALUATE(Symbolic automaton)
5. if Valid \(\rightarrow\) false
6. then Error(Symbolic automaton)
7. Resume system execution. // On the assumption that the system was not aborted due to errors.

\(^2\)Refer to [2] for the actual deterministic QDDC execution semantics.

### 4.4 Design review

D\(^3\)CA implements a solution for monitoring systems using interval temporal logic. The validation process is performed on a Lustre environment, which allows memory and space requirements to be predetermined.

Properties are cleaner if written in mathematical notation. The validation mechanism provided by D\(^3\)CA includes a parser that on initialisation of a property the mathematical notation is converted into symbolic automata. The symbolic automata are then stored in an Abstract Syntax Tree data structure as it provides a suitable representation for the evaluation process.

The architecture of the monitored program during runtime is illustrated in Figure 3.

![Figure 3: System composition diagram](image)

### 5. CASE STUDIES

The framework is applied to two simulators, a mine pump and an answering machine.

#### 5.1 Mine Pump

The first case study consists in the adaptation of a commonly used example in Duration Calculus literature [7, 5]. The case study consists in simulating the behaviour of a water extraction pump employed in a mine to lower the level of the water collected in a sump. A mine has a water \((H_2O)\) and methane \((CH_4)\) leakage. The water leaked is collected in a sump which is monitored by two sensors signalling when the water level is high or dangerous. When the water level is high a pump is started to pump water out. Nevertheless, the pump cannot be started is the methane level is high. Using the notation introduced earlier the property for starting the pump can be defined as,

\[ ([\text{Low}\text{H}_2\text{O}]) \text{ then } \text{(age(High}\text{H}_2\text{O} \land \text{High}\text{CH}_4) \leq \delta \text{ then } [\text{PumpOn}])} \]

where, \(\delta\) is the time required for the pump to start operating.

When the pump is operating it takes \(\epsilon\) time to lower the water level to acceptable level. This property is defined as

\[ ([\text{PumpOn}] \land \eta \leq \epsilon \text{ then begin(Low}\text{Low}\text{H}_2\text{O})} \]

The last property related to the pump operation is to check that when the water level is low or the methane level
has rose to the level where it is dangerous to operate machines.

\((\text{age}(\text{Low}H_2O \lor \text{High}CH_4) \leq \delta \text{ then } \lceil\lceil \text{PumpOff} \rceil \rceil)^*\)

The discrete and deterministic Duration Calculus notation allows environment assumptions to be defined. The water level sensors are expected to report the water level in ascending or descending order. That is the water cannot go to dangerous level before it reaches the high level. The first sensor assumption is that the water is at high-level for some time before it reaches the dangerous level.

\([\text{High}H_2O]^\omega \leftarrow \lceil\lceil \neg \text{Dangerous}H_2O \rceil \rceil\]

We can also say that the water is in dangerous levels if it is also at the high level.

\([\text{Dangerous}H_2O \Rightarrow \text{High}H_2O]\]

The other environment assumptions are related to the methane release. For the mine operations not to be interrupted on frequent intervals, the methane release occurs only at least \(\zeta\) time after the last methane release. More formally,

\((\text{age}(\neg\text{High}CH_4) \leq \zeta \text{ then } \text{true}) \leftarrow \text{High}CH_4\)

When deploying the mine pump an assumption is made that methane releases are of short burst thus allowing the pump to be operated.

\((\text{age}(\text{High}CH_4) \leq \kappa\text{ then } \lceil\lceil \text{AlarmOn} \rceil \rceil)^*\)

\((\text{age}(\neg\text{Dangerous}H_2O \land \neg\text{High}CH_4) \leq \delta \text{ then } \lceil\lceil \text{AlarmOff} \rceil \rceil)^*\)

5.2 Mine Pump Scenario

The scenario presented here consists in simulating a long methane release, which violates the methane release assumption.

The constant variables are initialised as follows: \(\delta = 2\), \(\epsilon = 7\), \(\kappa = 2\), \(\omega = 17\), \(\zeta = 25\).

\(\text{Figure 5: Mine Pump Screen Shot}\)

The simulator has two controls, one for the water level and another for the methane level, which allow the simulation of environment changes. The simulation interface also provide three buttons one to signal a clock tick, another to simulate 5 clock ticks using the same system state and the last button to simulate 10 clock ticks.

To simulate the scenario where a methane release breaks the assumption

\((\text{age}(\text{High}CH_4) \leq \kappa)\)

the methane controller is set on the high mark. Then since \(\kappa = 2\) the 5 clock ticks button is pressed. On the third clock tick the assumption breaks and an assumption violated error is reported back to the user. In order to track back the origin of the error the user is presented back with the assertion that failed and the system state values. In our case the system state is \((\text{age}(\text{High}CH_4) = 3, \eta = 3, \kappa = 3, \text{age}(\text{High}CH_4) \leq \kappa = \text{false})\). When analysing the system state it is immediately clear that that the methane release was longer than what is expected.

5.3 Answering Machine

This section describes a simulated answering machine on which the D\(^3\)CA is applied. Figure 6 illustrates the answering machine states and the possible transition between the states.

The answering machine depicted above has four different interval measurements. The time spent in the “idle” and “receiver up” states cannot be determined. Therefore, when specifying the system in Duration Calculus the intervals can be considered as open. While the “ringing” and “recording” intervals that are fixed in length. The ringing interval is set to 10 rings, therefore, the answering machine must start playing the recorded message only if in the meantime the receiver has not been pulled up. The message “recording” interval allows the callee to leave a message for about 3 minutes and then the line is dropped. The last interval measure is determined by the length of the message recorded.
by the answering machine owner. This interval measurement is applied to the “playing” state. Therefore, the specification of the system is

$$((\text{Idle}) \text{ then } \text{age}(\text{ringing}) \leq 10 \text{ then } (\text{playing} \text{ then } \text{age}(\text{recording}) \leq 3) \lor \text{end}(\text{receiver up}))$$

It can be noted that although the intervals are measured using different units, the specifications consider the length of interval independently of the measuring units. In the case of DCA and of this particular case study the different measuring units are handled by the placing of “synchronise” annotation in the system implementations.

The “idle” state reflects that the answering machine is doing no other operation. Hence, when the receiver is lifted up the answering machine is expected to be idle. The “receiver up” state in Figure 6 is included to show that the idle state of the answering machine and the idle state when the receiver is up are different.

The “idle” state property can be specified in terms of the answering machine states as

$$\text{idle} = \neg \text{ringing} \land \neg \text{playing} \land \neg \text{recording}.$$  

The simplest assumption properties to verify are related to the transition from one state to the next, where the next state has only one entrance path.

$$\text{idle} \leftarrow \text{ringing}$$

$$\text{age}(\text{ringing}) \leq 9 \leftarrow \text{playing}$$

$$\text{playing} \leftarrow \text{recording}$$

The answering machine under design assumes that when the receiver is up then no other calls can come in. That is, there is no multiplexing between different lines. When the receiver is up, the answering machine should be idle.

$$\text{end}(\text{receiver up}) \implies \text{end}(\text{idle})$$

The answering machine is then simulated in relation to the above operation properties and assumption properties. The properties specified above were able to trigger all the errors inserted in the simulation. Hence, they forced the behaviour of the system to the specifications.

## 5.4 Answering Machine Scenario

The answering machine simulator has a number of control buttons, one for every state except for “idle”. The state “idle” is represented by unmarking all the other controls. When the system starts the state is immediately set to “idle”. A number of steps are performed to leaving the state as “idle”. Then the phone starts ringing, so the “ringing” control is marked and a number of clock ticks are simulated. However, after the 5 ringing tone the “playing” state is marked. This violates the transition assumption

$$\text{age}(\text{ringing}) \leq 9 \leftarrow \text{playing}$$

as only 5 ringing tones has been performed. The simulator immediately reports the error, figure 8. The error shows the property violated together with the values of each subexpression.

![Figure 6: Answering Machine State Diagram](image)

![Figure 7: Answering Machine Screen Shot](image)

![Figure 8: Answering Machine Error Report](image)

From the two simple scenarios presented in this section it was shown that the framework has the potential to define
different properties of the system. The framework hides all
the complexities related to notation interpretation in pro-
gramming language and in defining the monitoring system.

The benefit of using Interval Temporal Logic monitors is
the increase in reliability of the system without the need to
overwhelm the system with point-logic assertions.

6. CONCLUSION

The use of validation for testing software correctness is a
well applied concept, and different scenarios lead to the use
of different validation approaches. In this paper we showed
how Interval Temporal Logic validation can be integrated
with normal applications and in real-life scenarios. The in-
tegration is obtained through the use of a framework that
allows to predetermine the space and time requirements for
computing state satisfiability. The framework presented in
this paper simplifies the migration from one scenario to an-
other by freeing the validation part from environment and
platform dependencies.
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