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ABSTRACT

Market segmentation is a key component of conjammalysis which addresses consumer
preference heterogeneity. Members in a segmenassamed to be homogenous in their
views and preferences when worthing an item buingity heterogenous to members of other
segments. Latent class methodology is one of thierakconjoint segmentation procedures
that overcome the limitations of aggregate analgsid a-priori segmentation. The main
benefit of Latent class models is that market segmembership and regression parameters
of each derived segment are estimated simultangolise Latent class model presented in
this paper uses mixtures of multivariate conditlomarmal distributions to analyze rating
data, where the likelihood is maximized using tiv &gorithm. The application focuses on
customer preferences for investment bonds desciiyetbur attributes; currency, coupon
rate, redemption term and price. A number of demoigic variables are used to generate
segments that are accessible and actionable.
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INTRODUCTION

Market segmentation has become a dominant conoeparketing practice. Besides being
one of the major ways of operationalizing the mane concept, segmentation provides
guidelines for a firm’s marketing strategy and rese allocation to increase the expected
profitability (Wind 1978). Understandinthe diversity of preferences and sensitivities of
customers in the market is one of the greatestlesigds of market research. Market
segmentation describes the division of a market mdmogenous clusters, whose members
respond differently to promotion, advertising, coomtation and other marketing variables.
These clusters are created to group customerssiithiar needs, tastes and preferences, so
that products or services can be optimally desigmetitargeted.

Market segmentation was first described by (Sm@h&) who recognized that segments are
directly derived from the diversity of customer wsan The market environment is not static
and market segments change composition over timé the interest of every market
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researcher to identify these changes. With maextlaccess to customers via databases, the
market environment presents new challenges andriypyities for market segmentation. New
developments in information technology provide nedéeks with much richer information on
consumer behaviour. The rapid growth of new teabgiek in information, development of
product, production and distribution enables a mewpany to make more efficient use of
marketing resources, focussing on the best segnf@nits market products. The ability of a
firm to differentiate its products relative to coeting firms is essential for its survival. This
survival depends on finding and addressing a nialiger than trying to be all things to all
consumers. Consequently, marketers are focussisgnater segments with micro marketing
and direct marketing approaches. On the other htmedjncreasing globalisation of most
product markets is leading many multi-product mantifrers to look at global markets that
cut across continents.

Six criteria have been frequently put forward asmdpeessential for effective and profitable
marketing strategies. Thedentifiablity criterion is the extent that marketers identify
differences between distinct groups of custometh@émarket and the ability to classify each
customer into one or more segments. 3Udestantiality criterion refers to the size issue. If
the identified segment is large enough to ensusétability then it warrants separate market
targeting. In micro markets and mass customisasioraller segments become profitable due
to lower marginal marketing costs; whereas in direarketing, the criterion of substantiality
can be applied to each individual customer. atmessibility criterion is the degree to which
marketers are able to reach the targeted segmeatdistinct marketing mix strategy. Once
segments are identified and products are desigmesit their tastes, the marketer must be
able to identify members of the segments so thaketiag efforts can be directed to them. In
other words, the message must reach the right msekgnent by using the right promotional
strategies, media sources and distributional effrarttarget these people. Tiesponsiveness
criterion is the degree by which segments resparnduely to marketing effort targeted at
them. Responsiveness is crucial for the effectiser®f any market segmentation strategy.
Once the market is segmentathbility is necessary in which the segments do not change
their composition or behaviour during the period tlee identification of members and the
implementation of the segmented market strategys Very likely that the segment will not
be viable if its existence is the result of a stierin phenomenon,. Tteetionability criterion
refers to the extent to which the identified markegments provide direction of marketing
efforts. Segments are actionable if their idecdiiion provides guidance for decisions on the
effective specification of associated marketingtsigies towards segment targets.

CONJOINT SEGMENTATION METHODS

In most of the traditional a-priori segmentatiorpagaches the type and number of segments
were determined in advance by the researcher inhadonsumers were, very often, assigned
to segments on the basis of demographic and scoleenic variables. Subsequently
segmentation shifted to post-hoc predictive apgreadecause its recent developments allow
for the grouping of consumers according to how trespond to product features in making
choice decisions. Segmentation methods differ meehaspects: the type of partitioning
assumed; the algorithms and estimation procedwed and the criterion being optimized.
Some of these conjoint segmentation methods arenauwized in the subsequent section.

A review of segmentation methods
A conjoint segmentation procedure proposed by (Garel DeSarbo 1979) is componential
segmentation in which consumer descriptive vargllee used. Consumer profiles are first
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generated on the basis of such characteristicpdRdents matching these profiles are chosen
from a sample frame and asked to complete a cdnjagk. From these evaluations, the
componential segmentation model estimates botimtna effects of the design variables and
interactions between design variables of produdtsarbject profiles. Estimation is carried out
by minimizing the error sum of squares and the ssgation scheme is non-overlapping.

In the traditional two-stage conjoint segmentatapproach estimation and clustering are
conducted consecutively. Individual-level parametgimates are first obtained by using least
squares regression. At the second stage, sulextdustered into segments on the basis of
similarity of the estimated parameters throughdrigrical or nonhierarchical nonoverlapping
clustering procedures. One of the limitations af ttwo stage approach is that it ignores
biasing errors. A second problem is that the dsiactional factorial designs often leaves
few degrees of freedom for estimation at the irtimal level. This makes the parameter
estimates unreliable as they become more sensititree measurement error. A third problem
arises when the predictors are collinear. Neaalirdependencies render it more difficult to
sort out the impact of each predictor on the respaand parameters estimates tend to be
unreliable. This in turn may cause misclassifmatf individuals and negatively affects the
goodness-of-fit and the power of the significarestg. A fourth limitation is that least squares
regression and clustering procedures optimize reiffiecriteria.

(Green and Srinivasan 1978) proposed an alternatigestage procedure. In the first step,

consumers are clustered on the basis of their i@rede ratings whereas in the second step,
separate conjoint models are estimated acrosauthecss in each of the identified segments.

So rather than clustering consumers on the bassgrofar parameter estimates at individual

level, this method applies regression to the resp®mn each cluster to obtain more reliable
parameter estimates. This procedure in effeceas®s the number of observations available
for estimating the parameters and thus reducesrtbe of estimation.

(Hagerty 1985) proposed a method based on a wegktheme which represents a factor-
type partitioning of the sample. This weightindheme presents an optimal overlapping
partitioning obtained by a Q-factor analysis of thetween-subject correlation matrix of
preferences. A possible problem with this methothe interpretation of the factor solution
in terms of segments. The number of extractedfaateed not be an adequate indicator of
the number of segments. Another problem is thafdbtoring solutions are not unique, given
the rotational indeterminacy of such factor solusio Procedures proposed to identify
segments on the basis of the factor solution, wéign, result in a loss in predictive accuracy.

In response to the limitations of a-priori and tetage procedures several integrated conjoint
segmentation methods were proposed in which thanpsters within the segments are
estimated at the same time that the segments engifidd. (Kamakura 1988) suggested a
hierarchical clusterwise regression procedure allatvs for prediction within segments. At
the first stage of the algorithm a regression dqnais estimated for each subject using
ordinary least squares, yielding regression pammestimates of several independent
variables for each subject. In the second stageeighting scheme is devised that group
subjects to maximise the accuracy with which pexfees are predicted from product profiles.
The fusion of any two subjects that yields the munin increase in the total residual sum of
squares of the regression across all clusterstamesl and the two subjects are combined.
The agglomerative process is similar to that of f&amethod. In each successive stage,
segments that provide the smallest possible iner@asthe pooled within-segment error
variance are linked together. A predictive accyrimtiex is computed at each aggregation
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level and provides an intuitive criterion for daaiglhow many segments to retain. There are
two disadvantages to this agglomerative hierarthiwathod. First, the clustering process

implies that this method depends in the initiabetaon parameter estimates at the individual
level, thereby creating the danger of misclasdificaat an early stage due to unreliable
estimates. This misclassification may extend tghér levels in the hierarchical clustering

process. Second, the number of parameters andinedual level may exceed the number of

responses and so cannot be estimated. Modelsuthatver-parameterised at the individual
level yield unstable individual parameter estimatkge to lack of degrees of freedom.

Statistical tests to check for the significance mdrameter estimates and check for
homogeneity within the segments cannot be usedubectne asymptotic properties do not
apply when the number of estimated parameter®sedb the number of observations.

(Ogawa 1987) presented an approach for rank onegdengnces that employs simultaneous
segmentation and estimation of conjoint models bygi a hierarchical, non-overlapping
clustering method. His formulation employs a staticdogit framework. To evade problems
with uniqueness of parameter estimates the autiomoped a ridge regression-like procedure
to estimate parameters at the individual level gismultinomial logit models. An information
criterion is also proposed to aggregate consumerarbhically. This agglomerative method
starts with single subject clusters and segmemtsc@ambined iteratively to give a minimum
reduction of the aggregate log-likelihood.

Several non-hierarchical procedures based on cgdtion criteria are descriptive clustering
methods that do not distinguish between dependhtradependent variables. (Spath 1979,
1982) proposed a clusterwise linear regressionegiare to find homogeneous groups in
terms of the relationship between dependent andpadent variables and simultaneously
estimate corresponding regression functions withénclusters such that the sum of the error
sums of squares over all clusters is minimizedati$p method handles only one observation
per individual. (Wedel and Kistemaker 1989) progbse generalization of clusterwise
regression by extending Spath’s method to handlee rtian one observation per individual
and which estimates parameters and segments sirealigly. Their procedure uses (Banfield
and Bassil 1977) exchange algorithm to maximizelitedihood and yields nonoverlapping,
nonhierarchical segments.

(DeSarbo et al., 1989) proposed an overlappingerwsse regression procedure that uses a
simulated annealing algorithm for optimisation. §methodology can accommodate more
general clusterwise linear regression formulatiohsllows for multiple dependent variables,
replicated observations by respondent, overlappamgl nonoverlapping clusters and
constraints on cluster membership. Computationalipulated annealing has been devised as
a general optimisation methodology to find the globptimum of a function that may have
several local optima. This technique is based oardrolled random search that samples the
objective function in a feasible region of the paeter space. The simulated annealing
procedure starts from a random initial partitiortted sample, and iteratively specifies steps in
a random direction in the parameter space. If riaer value of the objective function
improves the criterion then the new solution isepted. If the new value of the objective
function does not improve the criterion then thevrslution is rejected with a probability
proportional to the decrease in the criterion valtlee merit of this procedure is that it is less
burdened with convergence to local optima.

(Wedel and Steenkamp 1989) proposed a fuzzy cisieregression algorithm that differs
from the other fuzzy procedures since clustersdafmed from regressions of the dependent
variable on a set of explanatory variables. Simitaother fuzzy algorithms, partitioning of
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the data is carried out by minimizing the residsiain of squares criterion, which represents
the sum of the distances of subjects from the ssgwa equations in all clusters. The
clustering algorithm iterates between two stepsmating regression parameters within each
cluster and calculating fuzzy membership of subjent clusters. (Wedel and Steenkamp
1991) generalizes this fuzzy clusterwise procedarallow for a simultaneous grouping of
both consumers and brands into groups, making lgesshe identification of market
segments and market structures at the same tirhere are two potential problems with this
approach. The first is that the users must subggtspecify a fuzzy weight parameter that
influences the degree of separation of the clustéerd the second is that the statistical
properties of the estimators are not established.

Probably, the advent of latent class models stantito be the most extensive development in
market segmentation. The works of (Wedel and D&54095) and (DeSarbo et al., 1992)

brought major changes in market segmentation agifits. The major merit of these models

is that they allow for simultaneous estimation aegmentation and enable correct statistical
inference. In an excellent review, (Vriens, Wedall &/ilms 1996) conducted a Monte Carlo

comparison of several traditional and integratedj@at segmentation methods. The authors
found that latent class segmentation models peddrbest in terms of parameter recovery,
segment membership recovery and predictive accuracy

THEORETICAL FRAMEWORK OF LATENT CLASSMODEL

One of the criteria for effective market segmenotatis to identify differences between
distinct groups of customers in the market and ble #o classify each customer into a
segment. The general principle of latent classefsid that each segment defines a different
probability structure for the response variabler the segmentation procedure a latent class
model withK segments is proposed.

H (Y017 X0 B, Z) = 20 78 fc ([ X B Ei)

n=1,...,N respondents;
k=1,...,K derived segments;

7T, is the proportion of respondents in segnieand &t = (mﬂK) ;

y, is the vector of response ratings elicited by ocomsrn;
X is the data matrix;

B, is the vector of parameter estimates for segrkantl f = ([31, P )

X, is the covariance matrix estimated for segnkeamd £ = (X,,...,.X, ) .

It is assumed thaZf 7. =1 and eachf , has a conditional multivariate normal distribution

fnk (yn |X!Bk12k) = (277)_J/2 |Z‘k|_}é exl{_%(yn - ka)‘ Ek_l(yn - Xﬁk):|

The log-likelihood expression fdt independent respondents is given by:
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N N K
InL(m X,B,Z)=1In l_l H(y, mX B.E) =Y InY. 7 £, (yVo|X By E)
n= n=1 k=1
The derivatives of the expected log-likelihood fuioic E[In L(n,X,B,Z)] with respect to

the parameters are not straightforward. An effegirocedure to fit a latent class model with
K segments is to maximize the expected completdikeghood function using the iterative
EM algorithm proposed by (Dempster et al., 197 e Tdea behind the EM algorithm is to
augment the observed data by introducing unobsedatd A, . This is a 0-1 indicator

indicating whether respondentis in segmenk. Given the matrixA:(Ank) the complete
log-likelihood function is given by:

InL(mX,p,E |A):ii/1nk.lnfnk (v, X B, ,zk)+iz/1nk In(7z,)

n=1 k=1 n=1 k=1

InL(m,X,B,Z |A) has a simpler form tharnL(=,X,p,E) and the derivatives are

manageable. Each iteration is composed of twosstegm E-step and an M-step. In the E-
step, the expected log-likelihood function is céted with respect to the conditional

distribution of the unobserved data matix=(4,) given the data and the provisional

parameter estimateés, ﬁk and)ik. This is carried out by replacing(4,,) by the posterior
probabilities p,,

E[In L(m,X,B,Z |A)] =ZN:§‘ Buc-In T (V0| X By ,Zk)+ii Puc -In(73,)

Aot Vo X B B .

In the M-step the two terms ﬁ[ln L(n,X,[&,Z |A)] are maximized separately with respect

to the parametersz, and B,. Maximizing the first term of the expected logdikood
function with respect t@, leads to independently solving each of khexpressions

N

.~ 0
Z pnk'ﬁln fnk (yn|X,Bk,Zk) for k= :LZ,,K

n=1 K

Maximizing the second term of the expected loghilaod function with respect toz,,

K
subject to the constraiM 7, =1, yields
k=1

N
7 :%z b, for k=12,..K

n=1



METHODOLOGY AND IMPLEMENTATION

The EM algorithm for fitting latent class modelsinsplemented as a set of GLIM macros.
This is equivalent to the iterative fitting of aigeted generalized linear model with posterior
probabilities recalculated at each iteration. Ttezative procedure is initiated by settlng

random values tp, . The algorithm then alternately updates the pararser, Bk and):
and the probabilitiesp,, until the process converges. The assignment aiviguals to

segments is done probabilistically by Bayes' Theordndividuals are assigned to the
segment with the highest posterior probabifify.

A problem associated with the application of the BIMorithm to latent class models is its
convergence to local maxima. It is caused by ikaihood being multimodal, so that the
algorithm becomes sensitive to the starting valisesl. A procedure that widens the search
for the global maximum is to perturb the posteporbabilities at each iteration by adding to
each probability a pseudo-random real value migtipby a scalar. The pseudo-random real
values are generated from a uniform distributiortha range [0,1] from and the scalar is
initially set to 0.1. These modified posterior pabiities are rescaled such that they sum to 1
across the segments. This scalar is reduced systaity after a number of iterations so that
the iterative procedure will eventually converge.

APPLICATION

Bond investment strategies vary between policyhsldé&some policyholders may give more
relevance to coupon rate and duration of investmehereas other policyholders may give
more importance to the issue price and credit gath the issuer. Indeed the choices
policyholders make depend upon several factors¢hwhiclude their knowledge, their time
frames, investment goals and the amount of riskttiey are willing to take.

To illustrate the methodology a conjoint study oB0 3policyholders was conducted to
investigate their preference for investment boresur product attributes, which included
issue price, duration of investment, coupon rai enedit rating of issuing company were
identified as being key determinant attributes. $tuely compared three issue prices (97, 100
and 103) with two investment periods (10 and 20s)eaith three coupon rates (3%, 4% and
5%) and with two levels of credit rating (A and BA complete factorial design was utilized
which included 36 combinations of attribute martdéisns. For data collection a full profile
approach was used in which all the profiles hadnajue attribute combination for an
investment bond. Such a design guarantees ortlattyo(independence) of the attributes
and eventually this will result in an efficient iesation of the parameters. To reduce
information overload on respondents two blocksartis were presented and each respondent
was handed a set of 18 cards with random assigntoeliock. Preference ratings were
measured on a seven point scale where 1 correspongsrst’ and 7 corresponds to ‘best’.
A rating scale was chosen over a ranking scaldemrterit that it express more the intensity
of a preference. The data collection procedure wgasl person-to-person interview as this
ensured a higher return rate. The linear prediatoich relates the expected worth of an
investment bond to its product attributes includds main effects and all pairwise
interactions. To make the derived market segmerdse naccessible and actionable two
subject profiles were also recorded including geradel their knowledge about investment
bonds. The sample of 300 participants comprisedlegumber of males and females and
equal number of participants with good knowledgd Bmited knowledge about investment
bonds. Most respondents with good knowledge wengayaes in the financial sector.



Latent class models assume that observed datads opaof several unknown homogeneous
segments which are mixed up in an unknown proparfidne first statistical objective is to
discover the true number of segments. To addrassigbue, three criteria were used to
identify the correct number of homogeneous groupsespondents in a heterogeneous
population. Two of these information criteria &gesed on the bias-corrected log-likelihood.

C=-2logL('¥)+dc

d is the number of estimated parameters and a penalty constant and measures the
complexity of the model. For the Akaike informatiariterion (AIC), c=2 and for the

Bayesian information criterion (BIC)c:In(N), whereN is the sample size. The third
criterion includes an additional entropy term whighelated to posterior probabiliti@s, .

This criterion, which is an approximation of theadgrated Classification Likelihood (ICL),
assesses the degree of separation between thergeganel is more appropriate for large
cluster sizes and attempts to overcome the shantags of AIC and BIC.

ICL =-2logL (¥)+ 2EN(p,)+d log(N)

This latent class model was fitted three times vayyhe number of segments from one to
three clusters. To overcome the problem of convergeo local optima, ten different random
starting values were considered for each modelTite solution with the smallest log-

likelihood was selected. The entropy and the nundjeestimated parameters were also
recorded for each solution to determine the optmuahber of segments

FINDINGS

Table 1 shows that BIC and ICL reach a two-segmaehition whereas AIC reaches a three-
segment solution. Many authors have observedAlattend to overestimate the correct
number of segments. Since AIC does not penalireptex models as heavily as the other
two criteria we opt for a two-segment solution. ekftassigning each respondent to the
segment with highest posterior probability, thessremhen categorized by their gender and
knowledge about investment bonds.

Table 1 - Determination of the number of segments using AIT, and ICL

Number of | —2logL(¥) | Number of

Segments parameters| Entropy AIC BIC ICL
1 2342.2 19 106.92 2361.2 2450 2664
2 1262.7 38 42.29 1338.1 1479.4 | 1564.0
3 1184.9 57 40.76 | 1298.9 1510.0 1591.5

Table 2 shows a higher proportion of male and fenpalrticipants in segment 1 that have
good knowledge about investment bonds; whereas esgighhcomprises a higher percentage
of respondents with limited knowledge. The segmelat not discriminate much between the
gender groups.



Table 2 - Number of respondents assigned to segments by gandé&nowledge

Knowledge about Gender

Segment investment bonds Male Female Total
Good 48 46 94

1 Limited 17 15 32
Total 65 61 126

Good 25 31 56

2 Limited 60 58 118
Total 85 89 174

Figure 1 demonstrates that respondents in segmeiscfiminate between investment bonds
having different coupon rates and different issuees. Respondents in segment 1 worth
bonds with low issue prices more than bonds wigih hgsue prices. These respondents worth
high-coupon rated bonds more than low-rated cougmomds. On the contrary, respondents in
segment 2 discriminate between different coupoesrdiut hardly differentiate between
different issue prices.

Figure 1 - Predicted rating scores by cluster allocation, cougte and issue price

Segment 1 Segment 2
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Figure 2 demonstrates that respondents in bothesetgnwvorth bonds with a high coupon rate
more than bonds with a lower coupon rate. Respdaderboth segments worth bonds with
an ‘A’ credit rating more than bonds with a ‘B’ dierating; however, the difference in the
expected worth for these two types of investmemidisas more conspicuous for respondents
in segment 1. Respondents in segment 2 give nmraety to the coupon rate than the credit
rating of the issuing company.



Figure 2 - Predicted rating scores by cluster allocati@upon rate and credit rating
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Figure 3 shows those respondents in segment 1 woréstments bonds issued for a short
term more than long-term bonds. Conversely, respatsdin segment 2 prefer to invest their
money in bonds that are issued for longer durations

Figure 3 - Predicted rating scores by cluster allocati@upon rate and duration
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The main finding of the application related to istraeent bonds is that there are two groups of
investors. Investors who have good knowledgerdrfcial investments tend to give priority
to all product attributes; whereas, investors Wittited knowledge tend to give more priority
to coupon rates and dividend returns than to theeiprice of the bond and credit rating of the
issueing company. Moreover, investors with goodvWedge of financial investments tend to
invest their money for shorter terms than theirnterparts with limited knowledge.

IMPLICATIONS FOR THEORY AND PRACTICE

Segmentation has proved to be a very useful cortoeptanagers and modelling consumer
heterogeneity is the central focus of many staétmarketing applications. Models that
approximate market heterogeneity by a number ofbsexwed segments have great
managerial appeal in many applications. Moreavemagers seem comfortable with the idea
of market segments based on the assumption thauowrs can be grouped into relatively
homogeneous segments and the models appear tgamlgob of identifying useful groups.
Although segment-level models are very compelliragnf a managerial standpoint, they can
over-simplify the market scenario and may havetiohipredictive validity. One of the major
concerns underlined by market researchers is whetgmnent-level models enable marketers
to customize their products or services to verylssggments, particularly micro-marketing,
direct marketing and mass customisation. Segmest-lmodels may not be sufficiently
accurate in estimating responses to marketing basaat the consumer level. The rapid
growth of new technologies is enabling marketersustomize their products or services to
very small segments where each consumer may reprassegment and the responses to
marketing variables are estimated at the individiexgl. In other words, a set of idiosyncratic
parameters is estimated for each subject, wher@dkterior distribution of individual-level
parameters can be estimated using Bayesian metBag®sian estimation methods have
gained popularity recently and their main advantaggein obtaining posterior distributions of
individual-level parameters based on the paramefette prior distribution.

The majority of market research applications assamescrete distribution. The popularity of
this approach is partly due to the fact that thegmal likelihood is easily evaluated as a sum
over a discrete number of mass points. (Heckman @inder 1984) emphasize that any
distribution can be approximated, to a high degrfemccuracy, by a discrete distribution for a
sufficient number of mass points. However, othéhars argue that consumer heterogeneity
is better described by a continuous rather thamserate distribution. (Allenby and Rossi
1999), pointed out that the underlying assumptidnadimited number of segments of
individuals that are perfectly homogeneous witl@graents in finite mixture models is overly
restrictive.nThe authors argue that by segmentimg market into a small number of
homogeneous clusters leads to an artificial partibf the continuous distribution because a
limited number of mass points may inadequatelywapthe full extent of heterogeneity in the
data. (Lenk, DeSarbo, Green and Young 1996) atigatea discrete latent class or mixture
approach to heterogeneity ignores the inhereng¢miffces across consumers and may result in
a loss of predictive performance. In micro or direnarketing applications a continuous
approximation of consumer heterogeneity may be maperopriate because targeting
individual customers is more essential than idgmiif segments. (Allenby and Lenk 1994;
Allenby and Ginter 1995) suggest that consumeregpegices, tastes and response to marketing
variables are distributed over the consumer pojmatccording to a continuous distribution
rather than assuming a discrete distribution adnossogeneous segments. Both discrete and
continuous representations have advantages andvdigages and there is no evidence that
one representation outperforms the other. It il6 &b empirical question under which
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conditions one representation is more appropriza the other. (Arora, Allenby and Ginter
1998; Lenk and DeSarbo 2000) have developed segtimnt models that reach a

compromise between the two philosophies to acctarnboth discrete segments and within
segment heterogeneity. Their methodology combinesreate and continuous heterogeneity
approaches. Both discrete and continuouos heteegganodels can in principle be estimated
with either maximum likelihood or Bayesian methods.

LIMITATIONSAND FUTURE RESEARCH

Our discussion focussed mainly on latent class fsatkat address heterogeneity through a
discrete distribution. These segment-level modsime that subjects within each segment
respond similarly to a marketing mix but responffedently to others in other clusters. The
main advantage of these models over traditionadteting techniques lies in simultaneous
estimation and segmentation. The algorithm wassdédwvto implement latent class models for
normally-distributed rating responses, where thepaters are estimated using a maximum
likelihood approach. The limitation of the algonths that the normality assumption may not
always be adequate and inappropriate statisticalnagtions may lead to deficiencies in the
performance of the analyses, particularly whendis&ibution of rating scores is skewed. An
alternative approach is to modify the algorithmdeynbining the Proportion odds model with
the EM algorithm. The Proportion Odds model is mappropriate since it accommodates
skewed ordinal categorical responses better whemdénmality assumption is not satisfied.
Moreover, when the data set comprises responsgaras that have a natural ordering it is
more sensible to work with cumulative link modalsce they utilize the ordering better.

Consider an ordinal scale from 1 B and letY; represent theR-category responses then

P(Y; <r) can be defined as the" cumulative probability of thej™ item for r =1,2,...R.
The cumulative probabilities reflect the orderimuce;

P(Y,; <)< P(Y,£2)<.<P(Y;=sR)=1

Assuming thatX is the design matrix containing the values oféRkplanatory variables, the

i™ row x; of X contains the values of the explanatory variabtesttie j™ item. Also,

letting B=(4,....5,) be a vector of parameters for the explanatory atées and
a=(q,,....a,_,) be a vector of threshold parameters such thata,<...<a.,, a,=-

and a, = . The proportional odds model, which is the appeip model for analyzing
ordinal categorical responses is given by:

P(Y,<r)=F(a, +n) forr=12,..R-1

where 77, =xj'[$ and Fis a cumulative distribution function. The linknfction F™ is a
strictly monotonic function in the rand®,1] onto the real line. The cumulative link model
links the cumulative probabilitieB(Y; <r) to the real line, using the link functida™.

FP(Y, <n)] =a, +7,



F(.) can be the logistic, normal or the extreme valist&iutions leading to logit, probit and
complementary log-log link functions. The model gested by (McCullagh 1980), for
predicting the probabilitieg/, = P(Y, =r) is given by

P(Y; =r)=P(Y; <r)-P(Y, <r-)=F(a, +1,)-F(a.,+1,)

For the segmentation procedure a latent class matteK segments is considered
K
P(Y, =r|a,B,m)=> mP(Y, =r|a,B)
k=1

where P(Y, =rl|a, ) =F(a, +x, )~ F(a,, +X,B) and 7, is the proportion of respondents

in the k™ segment. The likelihood function is maximized gsthe EM algorithm which is
equivalent to iterative fitting of a weighted GLMittv posterior probabilities recalculated at
each iteration. Moreover, the parameters withengagments are estimated at the same time
that segment membership is identified.
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