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Abstract. Shared Task Evaluation Challenges (stecs) have only re-
cently begun in the field of nlg. The tuna stecs, which focused on
Referring Expression Generation (reg), have been part of this develop-
ment since its inception. This chapter looks back on the experience of
organising the three tuna Challenges, which came to an end in 2009.
While we discuss the role of the stecs in yielding a substantial body of
research on the reg problem, which has opened new avenues for future
research, our main focus is on the role of different evaluation methods in
assessing the output quality of reg algorithms, and on the relationship
between such methods.

1 Introduction

Evaluation has long been an important topic for Natural Language Processing.
Among the developments that have helped to bring it to the forefront of the
research agenda of many areas of nlp, two are particularly important. Start-
ing with the work of Spärck Jones and Galliers [1], there has been an attempt
to identify the main methodological issues involved, coupled with a more recent
drive towards the development of evaluation methods, especially metrics that can
be automatically computed [2–4]. A second development has been the organisa-
tion of a number of Shared Task Evaluation Challenges (stecs) in areas such as
Summarisation4, Information Retrieval5 and Machine Translation,6 which bring
together a number of researchers with solutions to a problem based on shared
datasets. In addition, several contributions exploring the significance and valid-
ity of different evaluation methods, as well as the relationship between them,
have appeared in recent years [5–7]. Some of these have discussed the relation-
ship between intrinsic evaluation, which evaluates the output of an algorithm in
its own right, either against a reference corpus or by eliciting human judgements
of quality, and extrinsic evaluation, where the system’s output is assessed in the

4 See, for example, http://duc.nist.gov/pubs.html.
5 See http://trec.nist.gov/.
6 See http://www.itl.nist.gov/iad/mig/tests/mt.



context of an externally defined task [8, 6, 9]. However, the relationship between
results from these two kinds of evaluation remains an open question.

Within nlg, evaluation has typically relied on methods which involve ‘hu-
mans in the loop’. For example, many intrinsic evaluations have taken the form
of elicitation of ratings or responses to questionnaires about various aspects of
generated text [10–12]. To take a specific example, the storybook system [11]
was evaluated using questionnaires designed to elicit judgements of quality of
different versions of an automatically generated story, obtained by suppress-
ing or including the contribution of different modules to the generation process.
Similarly, the SumTime weather forecasting system [13] was evaluated by asking
participants various questions to assess the extent to which they liked a forecast.
The evaluations discussed in the present chapter (see especially Section 4) and
elsewhere in this volume [14] also make use of judgements of this kind, among
other methods.

Starting with the work of Langkilde [15], automatic intrinsic methods ex-
ploiting corpora have mostly been used in evaluations of realisers [16–19], though
some corpus-based experiments involving Referring Expressions Generation (reg)
algorithms have been reported recently [20–23], including in the tuna evalua-
tions discussed in the present chapter, and in the grec shared task competitions
[14].

Another evaluation methodology in nlg involves the use of extrinsic, task-
based methods to assess the fitness for purpose of an end-to-end generation
system within its application domain. Examples include the stop system [24],
which generated smoking cessation letters; bt-45 [25], which produced textual
summaries of neonatal intensive care data, and mpiro [26] and peach [27], both
of which involved the generation of descriptions of museum artifacts. While such
studies tend to be more expensive and labour-intensive, it is often taken for
granted within the nlg community that extrinsic methods give a more reliable
assessment of a system’s utility in doing what it was designed to do.

As the above examples suggest, there is a fairly strong evaluation tradition in
nlg. However, comparative evaluation is a relatively recent development. This is
in part due to the fact that in many cases, researchers develop systems and meth-
ods which are not directly comparable, answering to different needs depending
on the domain of application. Thus, it is not surprising that comparative stud-
ies have either focused on specific subtasks of nlg on which there is significant
consensus regarding problem definitions and input/output pairings, or on end-
to-end generation tasks. To date, the only example of an evaluation experiment
involving directly comparable, independently developed end-to-end generation
systems comes from weather forecast generation [28, 29]. As for evaluation of
subtasks, the best example is perhaps realisation, for which there is a readily
available dataset in the form of the Penn Treebank. Indeed, several groups of
researchers have reported results for regenerating the Wall Street Journal corpus
[15, 19, 18], though the systems are not directly comparable as they use inputs
of different levels of specificity.



There are a number of arguments in favour of comparative evaluation which
are worth rehearsing briefly here (they are discussed in greater detail by Belz
and Kilgarriff [30]). Perhaps the most obvious immediate benefit is the creation
of shared, publicly available data on the basis of which systems can be directly
compared. A second argument is that a focus on a common problem speeds
up technological progress while conferring additional benefits on the commu-
nity, such as a growth in size through increased participation. Third, a body
of research with results on a single dataset provides baselines against which to
compare novel approaches. Finally, given several sets of comparable results from
such an evaluation exercise, there is the possibility of follow-up studies, whether
these are concerned with identifying properties of systems or algorithms that
enhance performance [31], or with methodological issues such as the significance
and validity of different evaluation methods [6]. It is with the latter question
that the second part of this chapter will be primarily concerned.

The growing interest in comparative evaluation in nlg gave rise to some
expressions of interest in the organisation of Shared Tasks, which began to be
sounded during discussions at the ucnlg and enlg workshops in 2005, and
continued during a special session on the topic at inlg’06, culminating in an
nsf-funded workshop on Shared Tasks and Comparative Evaluation in nlg in
April 2007 [32]. At that meeting, various work groups were formed to discuss
different aspects of the topic, including the identification of tasks that could
potentially form the basis of a stec. Two of the task types proposed at that
meeting – Referring Expression Generation (reg) and Giving Instructions in
Virtual Environments (give) – have since been used in a stec. Two series of
reg Shared Tasks have been organised since 2007, one focusing on attribute
selection and realisation of references to objects in visual domains (the tuna
stecs, which are the focus of this chapter); the other on generating referring
expressions to discourse entities in the context of running text (the Generation
of Referring Expressions in Context, or grec, Tasks; see the chapter by Belz
et al. [14]). As for instruction giving, the first give Challenge was presented in
2009 (see the chapter by Koller et al. [33]). Since 2008, all of these stecs have
been presented as part of Generation Challenges, an umbrella event which is now
expanding further, with a new Shared Task on Question Generation planned for
2010.7

This chapter discusses the first of these series of stecs, those using the tuna
Corpus, which were organised over three years. Our aim is twofold. First, we
give an overview of the structure and scope of the Shared Tasks, describing the
evaluation procedures as well as the degree of participation and the nature of the
contributions (Section 3). Second, we discuss the variety of evaluation methods
used and the relationship between them (Section 4). Our findings in this regard
have consistently pointed to a problematic relationship between intrinsic and
extrinsic methods, echoing findings in other areas of nlp such as Summarisation

7 See http://www.nltg.brighton.ac.uk/research/genchal10/ for details of the
tasks forming part of Generation Challenges 2010.



[8]. Before turning to these topics, we first give some background on the reg
task and the tuna corpus (Section 2).

2 Background to the TUNA Tasks

Referring Expression Generation (reg) is one of the most intensively studied
subtasks of nlg. Like realisation, it has tended to be studied independently of
its role within larger nlg systems. Since the seminal work by Appelt, Kronfeld,
Dale and Reiter starting in the late 1980s [34–38] widespread consensus has
developed regarding the problem that reg algorithms seek to solve, as well as
the nature of their inputs and outputs. The problem definition, subscribed to
by most traditional approaches to reg (see [39] for a related formulation), is as
follows:

Definition 1. Given a domain of discourse U , consisting of entities and their
attributes, and a target referent r ∈ U , find a set of attributes D (the descrip-
tion), such that [[ D ]] = {r}.

This is not to imply that unique identification is all that there is to reg; in-
deed, the foundations laid in the work cited above have been extended in several
directions, for example to deal with discourse-anaphoric nps, issues related to
expressiveness and logical completeness (such as dealing with n-place relations,
negation and plurality), as well as vagueness. Nevertheless, attribute selection
and identification were two central issues in reg and this consensus made it
a good candidate for the organisation of a stec. This was compounded by a
growing interest in empirically evaluating reg algorithms, which had hitherto
often been justified on the basis of theoretical and psycholinguistic principles,
but lacked a sound empirical grounding. Initial forays into empirical evaluation
of reg algorithms either used existing corpora such as CocoNut [21, 40], or
constructed new datasets based on human experiments [22, 23, 41]. These evalu-
ation studies focused on classic approaches to the reg problem, such as Dale’s
Full Brevity and Greedy algorithms [37] and Dale and Reiter’s Incremental Al-
gorithm [38]. In the studies by Gupta and Stent [21] and by Jordan and Walker
[40], these algorithms were evaluated in a dialogue context and were extended
with novel features to handle dialogue and/or compared to new frameworks such
as Jordan’s Intentional Influences model [42].

2.1 The TUNA Corpus

One of the datasets constructed as part of the reg evaluations mentioned in the
previous section was the tuna Corpus,8 a collection of descriptions of objects
elicited in an experiment involving human participants. The corpus is made up
of several files, each of which pairs a domain (a representation of entities and
their attributes) with a human-authored description for one or two entities (the

8 http://www.csd.abdn.ac.uk/research/tuna/



target referent(s)). In each case, there are six further entities in addition to the
target(s). In line with the familiar reg terminology, these are referred to as
distractors.

The descriptions were collected in an online elicitation experiment which was
advertised mainly on the University of Zurich Web Experimentation List9 [43]
and in which participation was unrestricted, though data from persons who did
not complete the experiment, or who reported a low level of fluency in English,
was later removed.

During the experiment, participants were shown visual domains of objects of
two types: furniture or people. Domains of the former type consisted of pictures
obtained from the Object Databank10, a set of realistic, digitally created images
of familiar objects. These were digitally manipulated to create versions of the
same object in different colours and orientations. In the people domain type, the
pictures consisted of real black and white photographs of males, which had been
used in a previous study by van der Sluis and Krahmer [44]. The attributes of the
objects in each domain type are summarised in Table 1. As the table indicates,
the two types of images differ in their complexity, in that the photographs of
people have a broader range of attributes from which to select. This difference
was one of the motivations for eliciting descriptions of two different classes of
objects. Apart from attributes such as colour or type, objects were also defined
by two numeric attributes (x-dimension and y-dimension), corresponding to
their coordinates in a sparse 3 (row) × 5 (column) matrix in which the objects
were visually presented during the experiment.

Table 1. Attributes and values in the two tuna domain types.

Attribute Possible values

Furniture People

type chair, sofa, desk, fan person
orientation front, back, left, right front, left, right
x-dimension (column number) 1, 2, 3, 4, 5 1, 2, 3, 4, 5
y-dimension (row number) 1, 2, 3 1, 2, 3
size large, small -
colour blue, red, green, grey -
age - young, old
beard - 0 (false), 1 (true)
hair-colour - dark, light, other
hasHair - 0 (false), 1 (true)
hasGlasses - 0 (false), 1 (true)
hasShirt - 0 (false), 1 (true)
hasTie - 0 (false), 1 (true)
hasSuit - 0 (false), 1 (true)

9 http://genpsylab-wexlist.unizh.ch
10 The Object Databank was constructed by Michael Tarr and colleagues and is avail-

able on http://alpha.cog.brown.edu:8200/stimuli/objects/objectdatabank.zip/view.



Design A full description of the design of the experiment can be found in Gatt
et al. [23]. Here, we focus primarily on those aspects of the design which are
relevant to the stecs. The main within-participants condition manipulated in
the experiment was ±loc: in the +loc condition, participants were told that
they could refer to entities using any of their properties (including their loca-
tion on the screen). In the −loc condition, they were discouraged from doing
so, though a small number of participants nevertheless included this informa-
tion. The corpus annotation indicates which of the two conditions a description
was elicited in (see 2 and the description of the annotation below). The other
within-participants variable manipulated in the experimental design concerned
the number of entities referred to. One third of the trials were singular, that is,
there was one target referent and six distractor objects. The rest were plural,
with two target referents, which were similar one-third of the time (that is, had
identical values on their attributes11), and dissimilar in the rest of the trials.
Since plurals did not feature in any of the tuna stecs, we shall not discuss the
distinction any further here.

The experimental design also contained a further between-groups condition,
which manipulated whether the communicative situation in which descriptions
were produced was perceived as ‘fault-critical’ or not (±fc). The way this was
done is explained below. However, for the tuna stecs, data from the ±fc
conditions was merged. There were two reasons for this. First, distinguishing
(±fc) descriptions would have complicated the design of the shared tasks, taking
them beyond the conventional task definition given above. Second, preliminary
analysis of the corpus suggested that this variable did not significantly affect
the content of descriptions. However, it is worth noting that other researchers
have shown an impact of communicative intent and ‘importance’ on descriptions
produced by humans [45, 46].

The experiment consisted of a total of 38 trials, each consisting of a visual
domain for which a participant typed a description for the target referent. The
trials were balanced in the following sense. For each possible subset of the at-
tributes defined for a given domain type (shown in Table 1), there was an equal
number of trials in which an identifying description of the target(s) required
the use of all those attributes (i.e. leaving one of the attributes out would have
resulted in an unsuccessful identifying description) unless it included locative
information. For example, there was a furniture trial in which a target could be
distinguished by using colour and size. type was never included in this cal-
culation because previous research has suggested that this attribute is included
by human speakers irrespective of whether it has any discriminatory value in an
identification task [47]. The locative attributes (x-dimension and y-dimension)
were not balanced in the same manner, because the position of objects in the

11 The exception was type in the furniture domain: similar plurals in this domain
were identical on all their visual attributes, including colour and orientation,
but had different type values. For example, one object could be a chair and the
other a sofa. This does not apply in the people domain, since all entities were of the
same type.



grid in which they were presented was determined randomly at runtime for each
trial and each participant.

Procedure All participants were exposed to all 38 trials in randomised order.
Examples of trials with both people and furniture are shown in Figure 1. A trial
consisted of a visual domain consisting of one or two target referents and six
distractor entities in a sparse 3 × 5 grid. The target(s) were indicated by a red
border. Participants typed a description of the referent in a text box in answer
to the question: Which object is surrounded by a red border?

(a) Furniture trial (images by Michael
Tarr and colleagues, distributed with the
Object Databank).

(b) People trial (images from a previ-
ous study by van der Sluis and Krahmer
[44]).

Fig. 1. Trials in the tuna elicitation experiment.

Participants were told that their descriptions were being used to test a lan-
guage understanding system in real time. Following each trial, some objects were
removed from the screen and participants were given feedback as to whether the
‘system’ had managed to interpret their description correctly. In actual fact, the
objects to be removed were determined in advance, so that the ‘system’ was
successful 75% of the time. As noted above, one of the conditions manipulated
in the experiment was ±fc: in the −fc condition, participants were told that,
should the system make an error, they could correct it (by clicking on the right
target objects). In the −fc condition, this was not possible.

Participation and corpus size Sixty participants completed the experiment
on a voluntary basis. All were self-reported native or fluent speakers of English.
This gave rise to (60× 38 =) 2280 descriptions paired with their domain repre-
sentation, of which 780 were singular (420 furniture and 360 people descriptions),
and 1500 were plural (780 furniture descriptions and 720 people descriptions).
Only the singular sub-corpus was used for the tuna stecs.



<TRIAL CONDITION="+/-LOC" ID="...">

<DOMAIN>

<ENTITY ID="..." TYPE="target" IMAGE="...">

<ATTRIBUTE NAME="..." VALUE="..." />

...

</ENTITY>

<ENTITY ID="..." TYPE="distractor" IMAGE="...">

<ATTRIBUTE NAME="..." VALUE="..." />

...

</ENTITY>

...

</DOMAIN>

<WORD-STRING>

string describing the target referent

</WORD-STRING>

<ANNOTATED-WORD-STRING>

string in WORD-STRING annotated

with attributes in ATTRIBUTE-SET

</ANNOTATED-WORD-STRING>

<ATTRIBUTE-SET>

set of domain attributes in the description

</ATTRIBUTE-SET>

</TRIAL>

Fig. 2. xml format of corpus items.

Annotation The xml format used in the tuna stecs, shown in Figure 2, is
a variant of the original format of the tuna corpus.12 The root TRIAL node has
a unique ID and an indication of the ±loc experimental condition. The DOMAIN

node contains 7 ENTITY nodes (1 target and 6 distractors), which themselves
contain a number of ATTRIBUTE nodes defining the possible properties of an en-
tity in attribute-value notation. The attributes cover all properties defined in
Table 1, such as an object’s colour or a person’s clothing, and the location of
the image in the visual display which the DOMAIN represents. Each ENTITY node
indicates whether it is the target referent or one of the six distractors, and also
has a pointer to the corresponding image that was used in the experiment. The
WORD-STRING is the actual description typed by one of the human authors, the
ANNOTATED-WORD-STRING is the description with substrings annotated with the
attributes they realise, while the ATTRIBUTE-SET contains this set of attributes
only.

12 The annotation manual for the original tuna Corpus is available from the corpus
website.



3 The TUNA Challenges 2007-2009

Starting in 2007, three Shared Task Evaluation Challenges (stecs) were organ-
ised using the tuna corpus.13 In what follows, we refer to these as tuna’07,
tuna’08, and tuna’09.14 tuna’07 [48] was presented five months after the nsf
workshop, in September 2007 at the ucnlg+mt workshop at MT Summit XI in
Copenhagen. It was organised in the spirit of a pilot event to gauge community
interest in stecs, with encouraging results. This was followed by tuna’08 [49],
held as part of Generation Challenges 2008, which also included the first grec
task. The results were presented during a special session at inlg’08 in Salt Fork,
Ohio. The third and final edition, tuna’09 [50], was presented at enlg’09 in
Athens as part of Generation Challenges 2009, which also included two grec
tasks and the first give challenge.

In addition to the shared tasks proper, all of these events included two spe-
cial tracks: (i) an open submission track in which participants could submit any
work involving the data from any of the shared tasks, while opting out of the
competitive element, and (ii) an evaluation track, in which proposals for new
evaluation methods for the shared task could be submitted. Generation Chal-
lenges 2009 additionally offered a task proposal track inviting proposals for new
shared tasks.

The idea behind the Open Track was partly motivated by discussions at the
inlg’06 Special Session and the nsf Workshop, in which one of the reservations
expressed in relation to stecs was that they might result in a narrowing of the
scope of research on a topic by emphasising a small set of tasks at the risk of
stifling novel ideas. The Evaluation Methods track was intended to complement
the growing interest within the nlp community in evaluation methods mentioned
in Section 1, especially in view of the cautionary notes sounded from various
quarters concerning the validity of certain metrics and the relationship between
them. In the event, there was only one submission to the Evaluation Methods
track in asgre’07 [51], and no submissions in subsequent editions. Similarly,
the Open Track attracted one submission during tuna-reg’08, proposing a
method for exploiting tuna ATTRIBUTE-SETs to generate descriptions in Brazilian
Portugese [52].

In the remainder of this section, we give an overview of the three tuna
stecs, focusing on their structure and the evaluation methods used. We also
briefly discuss the level of participation in the various sub-tasks of each stec.
An exhaustive description of all the different submissions is beyond the scope
of this chapter; the relevant publications by participants can be found in the
proceedings of the special sessions of the events at which they were presented.

13 The Participants’ Packs from all three years, including evaluation tools and docu-
mentation, are available from http://www.nltg.brighton.ac.uk/home/Anja.Belz

14 Though these were not the original titles of the stecs, we have adopted this naming
convention for ease of reference throughout this chapter.



3.1 Structure and Scope of the TUNA Shared Tasks

The structure of the Shared Tasks is summarised in Table 2. As the Table indi-
cates, over the three editions of the tuna stecs, there was a gradual broadening
of the scope of the reg tasks involved.

Table 2. Summary of tasks in the three editions of the tuna Challenges.

Edition Tasks Attribute Selection Realisation

tuna’07 tuna-as y n

tuna’08
tuna-as y n
tuna-r n y
tuna-reg y y

tuna’09 tuna-reg y y

tuna’07 consisted of a attribute selection single task, tuna-as. Although
the task definition was close to the one traditionally used in the reg literature
and given above in Definition 1, no emphasis was made on unique identifica-
tion in order to avoid narrowing its scope. (As it turned out, all peer systems
submitted to the stec performed unique identification.) In the context of the
tuna Corpus, the input to peer systems was a DOMAIN node, and the output was
an ATTRIBUTE-SET which represented the selected attributes for the designated
target referent in the DOMAIN. The scope of the Shared Tasks was extended in
tuna’08, which kept the tuna-as task from the 2007 edition, but included two
others, tuna-r and tuna-reg, both of which included realisation. Thus, the
output of systems in the latter two tasks was no longer an ATTRIBUTE-SET, but a
WORD-STRING. In tuna-r, which focused exclusively on realisation, the task was
defined as mapping from an input ATTRIBUTE-SET to an actual Natural Language
description, while tuna-reg was defined as an end-to-end referring expression
generation task, which went from an input DOMAIN to an output WORD-STRING, com-
bining content determination (the tuna-as Task) and realisation (the tuna-r
Task). However, no constraints were imposed on the way this was to be achieved
(for example, content determination and realisation could be implemented as
separate modules in a pipeline or interleaved). This broadening of scope resulted
in several submissions which presented novel approaches to realisation in addi-
tion to content determination. Finally, tuna’09 was organised as a follow-up to
tuna’08 and consisted of the single end-to-end tuna-reg task. The aim was to
provide participants of tuna’08 with the possibility of improving on the results
obtained in the 2008 edition, while also including new participants.

In all editions, there was a three-stage participation procedure. Potential par-
ticipants first registered to express their interest in participating. Shortly after,
a participants’ pack consisting of training and development data (see Section
3.2 below), software to compute some of the relevant evaluation measures (see
Section 3.4), and detailed documentation for both data and software, was made
available. Participating teams were then required to submit a writeup describ-



ing their system(s), including evaluation scores computed on the development
set with evaluation software provided by us. Once this was submitted, they
could download the test data inputs and submit their system outputsfor the test
data, after which the organisers computed the evaluation scores on the test data
outputs.

3.2 Datasets

In each edition of the tuna tasks, participants were provided with both training
and development datasets. Unlike the test data, which was provided to par-
ticipants in the form of inputs only, both the training and development sets
consisted of paired inputs and outputs. Although no restriction was placed on
the way training and development data were to be used in the process of design-
ing a system, the purpose of the division was twofold. First, participants could
conduct an iterative training and testing process in the course of building their
systems, using the development dataset for the latter purpose. Second, the de-
velopment data was also used by participants to report scores on a subset of the
evaluation methods used for a given task. These scores, computed on ‘seen’ data,
were then compared by the organisers to the final evaluation scores obtained on
the test data outputs.

For the tuna’07 edition, test data as well as training and development data
came from the original tuna corpus, which had not been publicly released at
that point. The corpus was divided into 60% training, 20% development and 20%
test data. For tuna’08, the original corpus data was divided into 80% training
and 20% development data, and two new test sets were constructed by partially
replicating the original tuna experiment described in Section 2.1. One of the
new test sets was used for the tuna-as and tuna-reg tasks in 2008, and later
re-used in the 2009 replication of tuna-reg; the other was used exclusively for
tuna-r in 2008.

The experiment to construct the new test sets was designed to ensure that
each DOMAIN had two reference outputs. Thus, the corpus-based evaluations for
the 2008 and 2009 stecs were conducted against multiple descriptions for each
input DOMAIN. Like the original tuna experiment, the new one was conducted
over the web, and advertised mainly among staff and students of the Univer-
sities of Aberdeen and Brighton. The task given to experimental participants
was identical to the original, except for the following differences. First, no plu-
rals were included, since the tuna tasks only focused on singular descriptions.
Second, the new experiment did not include the ‘interactive’ component of the
original, whereby participants were told that they were interacting with a lan-
guage understanding system. This is because we decided not to replicate the ±fc
manipulation, given that data from the +fc and −fc conditions had been col-
lapsed for the purposes of the tuna tasks. The experiment was completed by 218
participants, of whom 148 were native speakers of English. The test sets were
constructed by randomly sampling from the data gathered in the experiment
from native speakers only: both sets consisted of 112 items, divided equally into



furniture and people descriptions and sampled evenly from both experimental
conditions (±loc).

3.3 Participation

Over the three editions, the various tasks in the tuna stecs attracted a total
of 61 different systems from 10 different teams, based in 10 countries and 5
continents. This turnout suggests that exercises in comparative evaluation are
positively viewed on the whole within the nlg community. On the other hand,
participation was no doubt enhanced by the fact that the reg task is very
familiar to many members of the community (this was the reason why it appeared
to be a good candidate for a first try at an nlg stec).15 While tuna’07 had 22
systems from 6 teams, and the three tasks in tuna’08 had a total of 33 systems
from 8 teams, tuna’09 had 6 systems from 4 teams. These participation levels
reflect the different numbers of tasks on offer, but may also be an indication that
the tuna tasks had reached a saturation point after three years.

On the whole, these events yielded a substantial body of new research on the
reg problem. Many of the proposed solutions to the attribute selection problem
built on classic approaches such as Dale and Reiter’s Incremental Algorithm [38]
or Dale’s Full Brevity Algorithm [37]; or on well-understood formalisms such as
graphs [53]. However, there were also a number of new algorithmic approaches,
perhaps the most notable of which were those using evolutionary techniques [54,
55].

In general, the various approaches to attribute selection in the tuna-as task
had a markedly empirical orientation, relying on corpus-based frequencies to
drive attribute selection (e.g. [56, 57]). This was the case even when the algo-
rithms were extensions of existing frameworks. For instance, Theune et al. [58]
used the graph-based approach to reg proposed by Krahmer et al. [53], in which
a reg domain is represented as a graph whose nodes are entities and whose edges
represent properties. Theune et al. used cost functions derived from corpus data
to weight graph edges, thus making some attributes more likely to be selected
than others.

There was also a notable interest in using individual profiles, that is, speaker-
based corpus-derived statistics to guide selection. Thus, Bohnet [59, 60] proposed
a content determination algorithm that combined well-known heuristics (such
as Full Brevity) with individual author identities to prioritise attributes during
selection. A similar rationale was followed by di Fabbrizio et al. [61, 62], who
showed that using frequencies from individual speakers to guide attribute se-
lection results in improvements on intrinsic evaluation scores. These approaches
exploited the fact that the corpus contains several descriptions collected from
different authors in different experimental trials.

tuna’08 was also the point where realisation was introduced, and this re-
sulted in an increased focus on realisation methods, which are often ignored in

15 Tasks which began to be organised more recently, namely grec and give, have so
far attracted fewer submissions, and this may be due to their relative novelty.



the reg literature. This too yielded a broad spectrum of proposals, again with
a decidedly empirical flavour, for example relying on corpus-derived templates
or language models [61], as well as case-based reasoning [63, 55].

The breadth of approaches to both attribute selection and realisation may
serve to open up new avenues of research in future work on reg. Moreover, the
various tuna tasks have now yielded a sizeable body of evaluation data which
can act as a baseline against which to compare new systems, but also as the
underlying dataset for ‘meta-analyses’ of various kinds, for example comparing
different algorithmic approaches (see [31] for an example based on the tuna’08
data) or different evaluation methods (see Section 4).

3.4 Evaluation Methods

Perhaps the most important aspect of the tuna stecs was their use of a broad
variety of evaluation methods. These included both intrinsic methods, which
ranged from automatically computed metrics to methods involving human par-
ticipants (Table 3), and extrinsic methods involving humans (Table 4).

Table 3. Intrinsic evaluation methods used in the three editions of the tuna tasks.

Criterion Method Type Tasks

Humanlikeness

dice automatic tuna-as’07-8
masi automatic tuna-as’08
accuracy automatic all tasks
bleu automatic tuna-r, tuna-reg
nist automatic tuna-r, tuna-reg
edit automatic tuna-r, tuna-reg

Theoretical
minimality automatic tuna-as
uniqueness automatic tuna-as

Judged appropriateness
adequacy human tuna-reg’09
fluency human tuna-reg’09

Table 4. Extrinsic evaluation methods used in the three editions of the tuna tasks.

Criterion Method Type Tasks

Task effectiveness
Identification Time human tuna-as’07, tuna-reg
Identification Accuracy human tuna-as’07, tuna-reg

Ease of comprehension Reading Time human tuna-as’07, tuna-reg’08

The decision to use a variety of methods was motivated by the experience of
other shared task evaluation challenges, which has shown that the use of a single
method of evaluating participating systems can cause loss of trust and/or loss
of interest, in particular if the method is seen as biased in favour of a particular



type of system (a criticism that has been levelled at bleu in Machine Translation
research [5]) or if it severely restricts the definition of quality (as in the case,
for example, of the parseval metric in syntactic parsing). An additional moti-
vation, already hinted at in Section 1, came from recent work suggesting that
different evaluation methods can yield very different results and that the rela-
tionship between them is often not straightforward, making comparisons based
on multiple methods even more desirable. The particular choice of methods was
informed by the following criteria.

Humanlikeness: It is more or less taken as read in many areas of nlp evaluation
that the greater the similarity between a system’s output and a particular corpus
of human-produced reference outputs, the better the system. This is the rationale
behind metrics such as bleu, rouge and nist. The tuna Challenges used a
range of methods that assessed humanlikeness. For the tuna-as task, this was
defined in terms of set-theoretic metrics comparing attribute sets produced by
systems to those produced by human authors on the same DOMAIN. We used the
Dice coefficient in the 2007 version of the task, adding the masi score [64] in 2008.
Both metrics measure the degree of overlap between sets. Let A and B be two
sets of attributes, corresponding to two descriptions. Dice, which is computed
as shown in (1), ranges between 0 and 1, where 1 indicates identity.

Dice(A,B) =
2× |A ∩B|
|A|+ |B|

(1)

The masi score, which is based on the Jacard coefficient, is also a set comparison
metric that ranges between 0 and 1:

MASI(A,B) = δ × |A ∩B|
|A ∪B|

(2)

where δ is a monotonicity coefficient defined as follows:

δ =


0 if A ∩B = ∅
1 if A = B
2
3 if A ⊂ B or B ⊂ A
1
3 otherwise

(3)

Dice and masi differ in two respects. First, the Jacard coefficient in masi tends
to penalise a low degree of overlap between sets more than Dice. Second, the
monotonicity coefficient (3) biases the score in favour of those cases where one
set is a subset of the other.

In the tuna-r and tuna-reg tasks, where system outputs were WORD-STRINGs,
we used Levenshtein (String Edit) Distance, as well as bleu and nist. Edit Dis-
tance computes the cost of transforming one string into another based on the
number of insertions, deletions and substitutions. In the tuna stecs, the cost
of insertions and deletions was set to 1, while substitutions had a cost of 2. Lev-
enshtein distance has a value of 0 when the strings are identical, and its upper
bound depends on the length of the longest string in the comparison pair. bleu



and nist are n-gram based aggregate scores. For bleu, we set the parameter
that controls the maximum length of n-grams taken into account to the stan-
dard value of 4 in tuna’08. However, this gave odd results due to the brevity of
the strings being compared. Hence, we used a maximum n-gram length of 3 in
tuna’09. The primary difference between bleu and nist is that the latter gives
more importance to less frequent n-grams.

Finally, all tasks used a measure of accuracy, which computed the propor-
tion of times a system output was identical to a corpus instance. The precise
definition of this depends on the task: in the case of tuna-as, the item of com-
parison was the ATTRIBUTE-SET, while for the tuna-r and tuna-reg tasks, it
was the WORD-STRING.

Theoretically motivated criteria: In the case of reg, the Shared Tasks also pro-
vided an opportunity to evaluate systems in terms of some assumptions that
have dominated the field since the work of Appelt [34] and Dale and Reiter
[38]. The first measure, uniqueness, was motivated by the emphasis in the reg
literature on identification (see Definition 1). It was defined as the proportion
of ATTRIBUTE-SETs produced by a system which uniquely identified the intended
referent. All systems scored 100% on uniqueness; therefore, we shall not dis-
cuss it further. In addition to identification, a lot of research on reg has also
revolved around a (theoretical) interpretation of the Gricean maxims [65], par-
ticularly the Maxim of Quantity, which was interpreted as a constraint on reg
algorithms to include no more information in a description than absolutely re-
quired for identification (see Section 4.1 for further discussion). This criterion
was straightforwardly applicable in the tuna-as: the minimality measure com-
puted the proportion of attribute sets produced by a system that (a) uniquely
identified their target referent and (b) were minimal, in the sense that any al-
ternative attribute set that distinguished the target referent within the domain
would be at least as long as the one returned by the system.

Judged appropriateness: While automatically computed metrics compare system
outputs against a gold standard corpus, an alternative way to assess intrinsic
quality is to obtain human judgements, a method which is frequently employed
in nlg. Human judgements were included in the final edition of the tuna stecs,
in an experiment that included both system outputs and the human-authored
reference descriptions from the corpus. The experiment involved 8 native speak-
ers of English who were doing a Masters degree in a linguistics-related subject,
recruited from among post-graduate students at UCL and the Universities of
Sussex and Brighton. Participants were presented with a description of a target
referent, together with a visual representation of the input DOMAIN (see Figure 1).
They were asked to rate the description based on two criteria, adequacy and
fluency. The following are the relevant excerpts from the instructions given to
them:

1. (adequacy) How clear is this description? Try to imagine someone who
could see the same grid with the same pictures, but didn’t know which of



the pictures was the target. How easily would they be able to find it, based
on the phrase given?

2. (fluency) How fluent is this description? Here your task is to judge how
well the phrase reads. Is it good, clear English?

In addition, the instructions to participants emphasised that the two measures
are distinct, that is, it is perfectly possible for a description to be highly adequate
but non-fluent. It appears that participants were able to assess the two criteria
independently to some extent: subsequent analysis revealed a correlation of just
0.6 between the two measures which was not statistically significant [50].

For both kinds of judgements, ratings were obtained using a slider, whose po-
sition returned an integer between 1 (worst) and 100 (best). Participants were
not shown the actual integer values, but only manipulated the slider’s position.
For each trial, the slider was initially placed in the middle. The motivation for
using a slider rather than the more standard rating scale (e.g. a scale from 1 to
5) was that means obtained from such ordinal scales tend to be hard to interpret.
This is partly because participants may attach different meanings to the values
on the scale and the distances between them (for example, interpreting the dis-
tance between 1 and 2 and between 4 and 5 differently); moreover, participants
who provide the ratings in the first place have no opportunity to rate an item as
falling within an interval. The use of parametric methods to analyse this type
of ordinal data is not generally considered appropriate. The method used here,
by contrast, relied exclusively on spatial distance in a visual modality: it was
the degree of displacement of the slider that reflected participants’ judgements
since, although the slider position mapped to a numeric value, the value itself
was not known to participants. Our assumption was that the physical position
of a slider would not be as susceptible to differences in ‘meaning’ as would a
value on an ordinal scale.

Our use of sliders was partially inspired by studies using Magnitude Estima-
tion (me) [66], which requires participants to make judgements by comparing
an item to a modulus (i.e. an item that serves as a comparison point through-
out the experiment) using a numeric scale of their choice. In one version of this
task, participants carry out judgements in a visual modality rather than using
numbers, e.g. by indicating the degree of acceptability of an item relative to the
modulus using the length of a line. Bard et al. [66] have shown that participants
are remarkably self-consistent, with high correlations obtained between gram-
maticality judgements in the numeric and visual modalities. Similarly, Gatt and
van Deemter [67] asked participants to rate the plausibility of plural referring
expressions by comparing them to a modulus using both numeric scales and
sliders. This experiment, which focused on plausibility rather than grammati-
cality, also found very high degrees of self-consistency in the ratings given by
participants.

Task effectiveness and comprehension: All the tuna stecs involved a task-based
(extrinsic) evaluation which was based on the task definition typically associated
with reg (Definition 1), that is, the idea that the output of reg algorithms



aims to help a reader or hearer identify the intended referent in the relevant
domain of discourse. The ability of algorithms to do this was tested in a series of
experiments in which participants were exposed to a description (produced either
by a system or by a human author), and were shown the visual domain. The
task was to identify the intended referent based on the description, by clicking
on the corresponding picture. The relevant dependent variables were the speed
with which a referent was identified (identification time), and the proportion of
correct identifications per system (identification accuracy). In addition, reading
time was a relevant variable in one of the experiments. Over the course of the
three editions, we experimented with different methods, which differed primarily
in whether or not the presentation of the description was made at the same time
as the presentation of the visual domain, and in whether the description was
read or heard:

1. In the experiment carried out as part of tuna’07, a trial consisted of a visual
domain and a written description presented on screen in tandem. Thus, in
this experiment, reading/comprehension time and identification time could
not be distinguished. As a result, a follow-up experiment was performed
after the Shared Task [6], which separated reading/comprehension and iden-
tification. This method, which was also used for tuna’08, is described below.
Since in this task submissions consisted of ATTRIBUTE-SETs, all submitted out-
puts were realised using a very simple template-based realiser (written by
Irene Langkilde-Geary, Brighton University, for this purpose) which always
realises each attribute in the same way and in the same position regardless of
context, except that it disambiguates negated attributes by always realising
them at the end of the description.16

2. In tuna’08, as well as in the follow-up identification experiment for tuna’07
referred to in (1) above, reading/comprehension and identification were sep-
arated, by splitting each trial so that a description was first presented and
read by a participant, and the visual domain was subsequently presented
once a button was pressed. The first phase of a trial was therefore a self-
paced reading task, while the second was the identification task proper. This
is why ease of comprehension, operationally defined in terms of reading time,
emerged as a separate evaluation criterion in this experiment (see Table 4).
In this edition, only systems submitted to the end-to-end task (that is, tuna-
reg) were included in the evaluation experiment, obviating the need to use
a realiser to render attribute sets as strings.

3. In tuna’09, reading was eliminated in favour of a paradigm in which a
description was heard over a headset while a domain was visually presented.
This method was adopted because it seemed to better approximate realistic
comprehension settings; there are psycholinguistic findings to the effect that
comprehension of spoken language descriptions and search/identification are
tightly coupled, with identification occurring incrementally as a description

16 For example, the realiser generates the person with glasses and no beard rather than
the person with no beard and glasses, which is potentially ambiguous.



is understood [68]. In the present case, we used a speech synthesiser to read
system-produced and human-authored descriptions.17

4 Comparing Different Evaluation Methods

Having described the evaluation methods used and the criteria motivating them,
we now turn to a comparison of the different classes of methods. In what follows,
we identify points of correspondence and divergence between the various methods
using Pearson’s r product-moment correlations. All analyses reported below were
carried out by comparing means of different systems on the relevant measures.
All significance tests are two-tailed. In the following subsections, we first report
the results and then discuss some of their implications in Section 4.4.

4.1 Minimality Versus Humanlikeness

In the reg literature, the role of minimality (or ‘brevity’; [37]) received promi-
nence following the work of Dale and Reiter [38]. In that paper, various com-
putational interpretations of the Gricean Maxim of Quantity were discussed.
Echoing an earlier observation by Appelt [34], the authors showed that a literal
interpretation of this maxim (along the lines of the minimality criterion used
in tuna-as) led to an exponential running time for reg algorithms, since ex-
haustive search needs to be performed in order to identify the smallest possible
set of attributes that identifies an entity. The authors proposed the Incremental
Algorithm as a compromise, since it does not perform backtracking, performing
a hillclimbing search along a predefined order of attributes, and halting once a
referent has been distinguished. This algorithm does not guarantee that the solu-
tion returned is the briefest available, but the authors argued that this is in fact
a psycholinguistically plausible outcome, since speakers appear to produce over-
specified descriptions in referential tasks. In fact, psycholinguistic results to this
effect have been consistently reported for some time [47, 70, 71]. Nevertheless,
brevity has remained a central concern of many recent approaches to reg. For
example, Gardent [72] has proposed a constraint-based approach to generating
minimal plural descriptions, in order to avoid the excessively complex outputs
that are produced by a generalisation of the Incremental Algorithm proposed by
van Deemter to handle negation and disjunction [73].

Using the results from the 2007 and 2008 editions of the tuna-as task,
we computed the correlation between the minimality scores (the proportion
of minimal descriptions produced by a system) and the humanlikeness of the
ATTRIBUTE-SETs, as reflected by the dice and masi coefficients.18 For both tasks,

17 We used the University of Edinburgh’s Festival speech generation system [69] in
combination with the nitech us slt arctic hts voice, a high-quality female American
voice.

18 For the tuna-as’07 task, masi was calculated after the Shared Task, as it was not
originally included as an evaluation measure; see Table 3.



Table 5. Pearson’s r correlations between minimality and humanlikeness as measured
by the Dice and masi coefficients. ∗∗: significant at p ≤ .001; ∗ p ≤ .05.

Task dice masi

tuna-as 2007 -.90∗∗ -.790∗∗

tuna-as 2008 -.96∗ -.90∗

there was a strong negative correlation between minimality and both human-
likeness scores, as shown in Table 5, indicating that systems which produced more
minimal outputs were overall less likely to match corpus descriptions. Given the
robust psycholinguistic findings showing that people overspecify descriptions,
these results are relatively unsurprising.

We also looked at the correlation between minimality and identification time
in the tuna-as’07 data, using the results from the follow-up identification ex-
periment reported in Gatt and Belz [31] and described in the previous section
(see also Section 4.3 below). Minimality did not correlate significantly with Read-
ing Time (r = .18; p > .05) or with Identification Accuracy, the proportion of
identification errors made by experimental participants (r = .51; p > .05). How-
ever, we found a significant positive correlation between Identification Time and
Minimality (r = .56; p < .05), suggesting that minimal descriptions slowed down
identification. However, a caveat needs to be raised. Minimal descriptions in the
present study typically consisted of a set of attributes such as colour and size,
with no type information, because type was never required to distinguish an
object in the tuna domains. For the purposes of the experiment, such descrip-
tions were rendered by the realiser using a default head noun to realise the type
attribute. Furthermore some attributes were realised using several words, others
as single words. As a result, minimal attribute sets could conceivably have been
realised as longer word strings than non-minimal ones.

4.2 Measures of Humanlikeness Versus Task Effectiveness

The comparison of humanlikeness and task effectiveness in this section is based
on results from all three editions of the tuna stecs. We make the following
comparisons:

1. For the tuna-as’07 task, we use the results of the follow-up identifica-
tion experiment. Unlike the original experiment reported for that stec, the
follow-up utilised the same experimental paradigm as for tuna’08, separat-
ing reading time and identification time, as well as computing identification
accuracy (see Section 3). We report correlations for these measures with dice
and masi scores on attribute sets. In addition, we also report correlations
with the string metrics used in subsequent stecs, namely edit, bleu and
nist. These were computed as part of our follow-up evaluation, using the
strings generated by the template-based realiser described in Section 3.4.

2. For the 2008 and 2009 tasks, we report correlations between the extrin-
sic measures and string-based metrics only (i.e. not dice or masi). This is



because only the tuna-reg submissions were included in the extrinsic eval-
uation for the 2008 edition (to the exclusion of the tuna-as and tuna-r
systems), while the 2009 edition consisted only of the tuna-reg task. In
both cases, participants were not required to submit ATTRIBUTE-SETs (only
WORD-STRINGs); hence, computation of dice and masi is not possible. Note
that reading time is not available for tuna’09, since descriptions were pre-
sented as auditory stimuli.

All correlations are displayed in Table 6.

Table 6. Pearson’s r correlations between intrinsic and extrinsic measures. rt: Reading
Time; it: Identification Time; ia: Identification Accuracy; ∗: significant at p ≤ 0.05.

Measure Task rt it ia

dice tuna-as (2007) 0.12 -0.28 -0.39
masi tuna-as (2007) 0.23 -0.17 -0.29

edit
tuna-as (2007) -0.30 0.09 0.22
tuna-reg (2008) 0.1 0.09 0.22
tuna-reg (2009) - 0.68 -0.01

bleu
tuna-as (2007) 0.39 0.04 -0.08
tuna-reg (2008) 0.22 0.04 -0.37
tuna-reg (2009) - -0.51 0.49

nist
tuna-as (2007) 0.54∗ 0.22 0.03
tuna-reg (2008) 0.54 0.27 -0.45
tuna-reg (2009) - 0.06 0.60

The most striking feature of the results in Table 6 is that none of the automat-
ically computed metrics that assess humanlikeness have a significant correlation
with any of the task-performance measures. The one exception to this trend is
the significant (though not very strong) positive correlation between nist and
reading time in the tuna-as’07 results. In general, there is no evidence of a rela-
tionship between humanlikeness as measured by the metrics used here, and task
performance defined in terms of reading speed, identification speed and identifi-
cation accuracy. On the other hand, separate analyses showed strong correlations
within the two classes of measures, that is, systematic covariation is observed
between different extrinsic measures on the one hand, and intrinsic ones on the
other (for details, see the tuna Shared Task reports [48–50]).

There have been some other publications reporting a similar lack of corre-
lation between intrinsic and extrinsic evaluation results [8, 74], as well as ex-
perimental studies showing divergent trends between human judgements and/or
preferences and actual task performance [71, 75]. However, our automatic intrin-
sic scores also do not correlate at all with the human intrinsic scores, and this
finding is not supported by a set of similar results in the literature (quite the
contrary; see next section). At the same time, the human intrinsic scores do
correlate with extrinsic results very straightforwardly.



So we have a situation where (surprisingly) human and automatic intrinsic
results do not correlate, and automatic intrinsic and extrinsic results do not
correlate either, whereas human intrinsic and extrinsic results do correlate. If
human and automatic intrinsic results did correlate (as they should), then (be-
cause human intrinsic and extrinsic correlate) one might also find a correlation
between automatic intrinsic and extrinsic results.

We return to this set of interrelated issues in the next section, where we
discuss a possible explanation.

4.3 Human Intrinsic Measures Versus Automatic Intrinsic and
Human Extrinsic Measures

Finally, we turn to the relationship between judged appropriateness, on the
one hand, and extrinsic and automatically computed intrinsic measures, on the
other. In this case, we focus exclusively on the results from tuna-reg’09, since
this is the only task for which judged appropriateness ratings (fluency and
adequacy) were collected. The correlations between the judgements and the
extrinsic and automatic intrinsic measures are displayed in Table 7.

Table 7. Correlations between judged appropriateness and extrinsic measures. it:
Identification Time; ia: Identification Accuracy; ∗∗ : p ≤ .001; ∗ : p ≤ .05.

Measure it ia edit bleu nist

fluency -0.89∗ 0.50 -0.57 0.66 0.30
adequacy -0.65 0.95∗∗ -0.29 0.60 0.48

The table shows no significant correlation between any of the automatically
computed intrinsic measures and the two kinds of ratings obtained from partic-
ipants However, some of the correlations between the ratings and the extrinsic
measures are significant. In particular, there is a strong negative correlation be-
tween fluency and identification time, suggesting that descriptions judged as
highly fluent led to faster identification. On the other hand, there was no signifi-
cant correlation between fluency and identification accuracy. The relationship
between adequacy and identification time goes in the same direction as that
between fluency and identification time, but fails to reach significance. In con-
trast, the correlation of adequacy with identification accuracy is very strong
and highly significant. These correlations are exactly as one would expect.

In other nlp subfields – mt and summarisation in particular – judged appro-
priateness ratings of fluency and adequacy are used as a kind of gold standard
against which to measure automatic metrics. In other words, the higher its cor-
relation with the human ratings, the better an automatic metric is deemed to
be. In those fields, very strong correlations with human judged appropriateness
ratings are typically reported for bleu (and its nist variant). In nlg too, cor-
relations above .8 have been reported for weather forecast texts [28]. Closest
to the present task, the grec evaluations have also revealed strong and highly



significant correlations between automatic intrinsic metrics and fluency ratings
in particular, for both tasks involved [14].

So how are we to interpret the complete lack of significant correlations be-
tween our intrinsic automatic and intrinsic human-assessed scores? Is the tuna
Task so different not just from mt, summarisation and data-to-text genera-
tion, but even from the grec Tasks (which are also reg tasks), that the same
metrics that usually achieve high correlations with human judgements for these
tasks simply do not work for referring expression generation from attribute-based
representations of sets of entities?

As this seems an unconvincing proposition, we need to look for further expla-
nation. A methodological issue that might have affected the results reported in
this section concerns the nature of the reference data against which automatic
scores are computed. The tuna Corpus was constructed through an experi-
ment which, being web-based, was relatively unrestricted. The corpus contains a
high degree of variation among individual authors, with some adopting a highly
telegraphic style, while others produced full nps of the sort that are typically ex-
emplified in the reg literature.19 Some variation may also be due to the fact that
some of the people who wrote the res in the corpus were not native speakers.

We have some insight into the perceived quality of these descriptions, as
some of them were included in our tuna’09 judged appropriateness experiments.
In these experiments we asked participants to evaluate the competing systems’
outputs for the test data inputs, so the human-produced descriptions we included
in the experiments were the corresponding descriptions in the corpus (the test
data reference ‘outputs’). Because we had two descriptions for each input in the
corpus, we randomly split them into two groups of single outputs, human-1 and
human-2. Despite the fact that the tuna’08/09 test set was obtained in a more
controlled setting than the original tuna data (see Section 3.2 above), human-1
and human-2 were never rated top (and always beaten by the two top ranking
systems), neither for the furniture nor for the people subdomain, neither for
Fluency nor Adequacy. In fact, overall, human-1 and human-2 ranked fourth
and sixth (out of 8) for Adequacy, and third and fourth for Fluency.

From this it is clear that systems were able to produce better quality out-
puts, at least as perceived by our assessors, than the data they were trained
on. This was possible, because most systems used information other than fre-
quency of occurrence in the training data; some systems hardwired defaults such
as always including the type (e.g. chair) of an entity in a description; and many
of the low-quality aspects of descriptions in the training data, provided they
were of sufficiently low frequency, would have simply ‘come out in the statistical
wash’. However, in computing the automatic intrinsic scores, system outputs

19 Some of the more idiosyncratic examples from the test data include the following: “a
red chair, if you sit on it, your feet would show the south east”, “male dark hair grey
beard and black rimmed glasses”, “left hand photo on 2nd row”, “the dark haired,
younger looking aged gentleman with spectacles”, “the picture of the person on the
far right in the top row is surrounded by a red border”, “top right”.



are assessed in terms of their similarity with the original corpus data (which our
human judges considered less than ideal, certainly worse than some systems).

If the test data reference descriptions had been such that the human assessors
rated them highly (higher than the system outputs at least), then it is reasonable
to expect that scores computing string similarity with those reference descrip-
tions would have also had some correlation with the human assessors’ scores.
Given that there is good correlation between the assessors’ scores and extrinsic
scores, one might then also find some correlation between the extrinsic scores
and the automatic intrinsic ones.

While the quality of the tuna data may offer a plausible explanation, we have
at present no way of confirming that this is the right explanation. The way to test
it would be to redo the experiments with a test set that the human assessors judge
to be of high quality. Here, however, there are two issues to be considered. First,
even if such an experiment revealed a better correlation between automatic and
human intrinsic scores, it may of course have no effect on the lack of correlation
between automatic intrinsic and extrinsic scores. Second, it is an open question
whether such a test set could be produced for a task such as reg, without
introducing artificially stringent instructions to participants aiming to minimise
certain types of variation (for example, instructions to the effect that only full
definite nps can be produced). Individual variation is a well-known problem in
the use of corpora texts as reference outputs for nlg. This has been discussed in
the context of reg by Viethen and Dale [76], and also by Reiter and Sripada [77]
in the context of a different task. As we suggested above, some of the variation
observed in our test data may be due to the fact that the authors represented in
the corpus were self-reported native or fluent speakers of English, at least when
the original corpus was constructed. However, it seems unlikely that this is the
sole explanation, since the native speakers were in the majority, and the test sets
constructed for tuna’08 and tuna’09 consisted exclusively of data from native
speakers. Moreover, variation also seems to arise in more controlled studies of
reference. For example, a recent study which replicated the tuna experiment
with Dutch speakers, under controlled laboratory conditions, found substantial
variation among authors as in the original tuna corpus [78]. It is quite possible
that the kind of telegraphic style we observed among some of the authors in the
tuna corpus is simply due to the nature of the task which, unlike tasks involving
the production of longer sentences or texts, can be carried out (and indeed is
often carried out in normal everyday speech) using relatively ‘degraded’ forms
without necessarily compromising the success of the main communicative goal,
namely, to identify an object.

4.4 Summary and Implications

The three sets of results reported above can be summarised as follows.

The role of minimality: While minimality or brevity emerged as the main theo-
retically motivated measure of quality of a referring expression in the traditional
reg literature, our findings suggest that it negatively impacts the humanlikeness



of a referring expression, as reflected in significant negative correlations. In spite
of a long tradition of psycholinguistic research showing that human speakers
tend to overspecify when referring, our results remain topical for reg, where
appeals to brevity have continued to be made until recently (compare, for ex-
ample, the psycholinguistically-motivated arguments given by Dale and Reiter
in favour of overspecification in the Incremental Algorithm [38] with the argu-
ment for Brevity offered by Gardent [72] for the generation of plurals, where
minimality is adopted in order to avoid excessive complexity in the logical forms
generated by a content determination algorithm).

While brevity no doubt has some role to play (one would not argue, for
example, that all possible attributes should be included in a description by
default), looking at human-produced descriptions shows that they do not tend to
opt for the absolute minimal number of attributes required to identify a referent.
Our results furthermore give some preliminary indication that descriptions that
are minimal in this sense may actually delay identification (Section 4.1).

Automatic measures of humanlikeness: Concerns with the validity of automati-
cally computed metrics have been voiced in other fields, notably Summarisation
[8] and Machine Translation [5]. Alongside several existing reports of discrep-
ancies between intrinsic and extrinsic evaluation measures, our results raise the
possibility that automatic, corpus-based metrics of humanlikeness focus on very
different aspects of the quality of human referring expressions than those tapped
into by extrinsic, task-based measures. Nevertheless, we have argued that the
results reported here need to be interpreted with caution and require further
follow-up research to avoid some potential methodological pitfalls.

Human intrinsic measures of quality: The relationship between human intrin-
sic measures of quality (in the form of judged appropriateness) and extrinsic
measures in our 2009 results appears to be more straightforwardly interpretable.
There therefore appears to be an interesting asymmetry between the two classes
of intrinsic measures considered in this chapter, namely corpus-based/automatic
and human. We have discussed some possible reasons for this, foremost among
which is the fact that our reference material (the human-authored referring ex-
pressions in the test data part of the tuna corpus) are not regarded as high
quality by human judges. Another possible explanation is that there is an un-
derlying asymmetry in the standards of evaluation adopted in the two classes
of intrinsic measures. Corpus-based, automatic measures compare outputs to
what people do (i.e. to human production), whereas in a judgement experiment,
participants are asked to tap into their own individual subjective views of what
makes a referring expression good or bad.

Because of the methodological caveats we have noted with some aspects of
our study, a replication of the studies reported here involving a larger sample
and a new dataset produced in a more controlled setting seems particularly
worthwhile, given that the question of the relationship between different classes
of methods is crucial to a better understanding of evaluation methodology in
nlg.



5 Conclusion

This chapter has given an overview of the structure and scope of the three edi-
tions of the tuna Shared Task Evaluation Challenges. We have argued that such
exercises in comparative evaluation can be highly beneficial, not least because
a concentrated effort on the part of several research teams on a single problem
can enhance progress and the range of approaches to the problem can be broad-
ened as a result. In the case of Referring Expression Generation, we believe that
these events have helped to broaden the field by including realisation in addi-
tion to the more familiar attribute selection task and also through the variety
of algorithmic approaches adopted by the various participants, including many
trainable systems (new to reg).

These events have yielded a rich source of comparative evaluation data based
on a large number of different evaluation measures. Such data can function both
as a baseline against which to compare future systems, and as a repository to
be exploited for further follow-up investigation. We have presented results from
some of our follow-up investigations [6, 31] in this chapter, where we focused
on the relationship between different kinds of evaluation criteria. Our results
suggest that different classes of methods give different results whose relationship
is not always predictable or transparent. This is especially true of the relationship
between metrics computed against corpora and measures obtained through task-
based experiments. Unlike corpus-based automatic metrics, human judgements
constitute a class of intrinsic measures which do evince a systematic relationship
with extrinsic ones. In future work, we are planning to follow up these studies
further, using a new corpus and experimental data.
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