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Abstract. Static verification of software is becoming ever more effective and efficient. Still, static techniques either have high precision, in which case powerful judgements are hard to achieve automatically, or they use abstractions supporting increased automation, but possibly losing important aspects of the concrete system in the process. Runtime verification has complementary strengths and weaknesses. It combines full precision of the model (including the real deployment environment) with full automation, but cannot judge future and alternative runs. Another drawback of runtime verification can be the computational overhead of monitoring the running system which, although typically not very high, can still be prohibitive in certain settings. In this paper we propose a framework to combine static analysis techniques and runtime verification with the aim of getting the best of both techniques. In particular, we discuss an instantiation of our framework for the deductive theorem prover KeY, and the runtime verification tool Larva. Apart from combining static and dynamic verification, this approach also combines the data centric analysis of KeY with the control centric analysis of Larva. An advantage of the approach is that, through the use of a single specification which can be used by both analysis techniques, expensive parts of the analysis could be moved to the static phase, allowing the runtime monitor to make significant assumptions, dropping parts of expensive checks at runtime. We also discuss specific applications of our approach.

1 Introduction

There is a significant quest from the software industry for lightweight formal methods — methods which achieve a high degree of confidence in desired (sub-)system properties, while satisfying high demands on usability and automation. There are various reasons for this increasing need in software development, including the following recent parallel trends:
– Model driven development. There is an ever more dominant role of models in the software development process.
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Automated software engineering. There is a trend to (partly) automate even more steps in the development cycle.

Exploding complexity of embedded software. The demands on the safety of the increasingly complex embedded units is typically extremely high.

Concurrency and distribution. Distributed architectures led to an increase in the possible causes of failure. On a more fine-grained level, concurrency is also becoming more important due to the rise of multi-core processors.

Software standards and certification. In certain domains (e.g., avionics, automotive, medical), standards for architecture, interfaces, and processes are becoming very important.

Application focus of program verification. Fundamental concepts of program verification have been around for decades, but only lately have arisen many techniques that are tailored to widely used languages and platforms.

Increased efficiency of program verification. Verification technology has become a lot more efficient, and automation has increased significantly.

Even if static verification of software has become more relevant, effective and efficient, overcoming certain inherent limitations has proved to be hard. Certain static verification techniques have high precision, in which case powerful judgments are still too hard to achieve automatically, while others use abstractions to enable increased automation, in which case important, or even critical, aspects of the real, concrete system are easily missed, not to speak of the fundamental difficulty of crafting the right abstraction. In reaction to this, there is a recent trend towards more lightweight formal methods, which are easier to exploit but give limited guarantees. One such lightweight method is runtime verification which, compared to static verification, has complementary strengths and weaknesses. Runtime verification combines the full precision of the execution model (even including the real deployment environment) with full automation. On the other hand, it only ever judges observed runs, and cannot judge alternative and future runs. Another drawback is the computational overhead of monitoring the running system which, although typically not very high, can still be prohibitive in certain settings.

In this paper, we propose a unified static and runtime verification framework for object-oriented software. The aim is to provide a unified, lightweight to use but powerful in result, method for specifying and verifying, with a variety of confidence levels, properties of parallel object-oriented software systems.

The paper is organised as follows. We first give some background on static and dynamic verification techniques/tools. In Section 3 we present our framework, and in Section 4 we provide an example to illustrate how our framework could be applied in practice. We briefly describe some application domains of our framework in Section 5. We discuss related work in Section 6 and we conclude in the last section.
2 Background

2.1 Static Verification of Software

Principles
Static software verification reasons about properties of all possible runs of a program. There are basically two families of approaches, deductive verification and model checking. Deductive program verification has been around for nearly 40 years [41], however, a number of developments during the last decade brought dramatic changes to how deductive verification is being perceived and used.

– The era of verification of individual algorithms written in academic languages is over: contemporary verification tools support commercial programming languages such as Java [20, 52, 29, 11] or C# [8] and they are ready to deal with industrial applications [39, 47, 51, 38].

– Earlier, deductive verification tools used to be stand-alone applications that were usable effectively only after years of academic training. Nowadays, one can see a new tool generation that can be used after limited investment in training [1], and that is integrated into modern IDEs [8, 11]. On the other hand, full automation is still rarely achieved when verifying functional properties of programs with loops, for instance.

– Perhaps the most striking trend is that deductive verification is emerging as a base technology. It is not only employed for correctness proofs, but in automatic test generation [19, 34, 30, 10], and bug finding [50, 36].

Among the state of the art efforts is the KeY tool [2], which is close to complete coverage of the Java programming language [9]. In contrast to verifiers based on higher order logics, the prover of the KeY system provides a state-of-the-art user interface, high automation, and an easy mechanism for extending its rule base. We describe KeY in more details below.

Apart from deductive verification, model checking has been applied extensively and successfully for the static verification of both hardware and software systems. The adaptation of this technique to object-oriented software is progressing but still in an early stage.

KeY: A System for Static Verification of Java Programs
KeY is a deductive verification system for data centric functional correctness properties of Java source code. From Java code augmented with specifications given in JML (Java Modelling Language [43]), KeY generates proof obligations in a program logic, called dynamic logic (DL) for Java [11]. DL extends first-order logic with two additional operators, $⟨p⟩φ$ and $[p]φ$, where $p$ is a program and $φ$ is another DL formula. A formula $⟨p⟩φ$ is true in a state $s$ if there exists a terminating run of $p$, started in $s$, which results in a state where $φ$ is true. As for the other operator, a formula $[p]φ$ is true in a state $s$ if all terminating runs of $p$, started in $s$, result in a state where $φ$ is true. For deterministic programs $p$, the difference between $⟨p⟩φ$ and $[p]φ$ is only termination. Hoare logic [37], can be seen as a special case, as the Hoare triple $\{φ\}p\{ψ\}$ is equivalent to the DL formula $φ → [p]ψ$. 
The core of KeY is a theorem prover for validity of Java DL formulas, using a sequent calculus. We cannot introduce the calculus here, but we mention a typical pattern of sequents. If $\Gamma$ is a list of formulas, the sequent $\Gamma \vdash \langle p \rangle \phi$ means that $p$, if started in a state fulfilling all $\Gamma$, terminates in a state fulfilling $\phi$. For instance, $\langle \text{tmp:=x;x:=y;y:=tmp; } \rangle \ y \ < \ x$ is a valid sequent.

The calculus uses the symbolic execution paradigm. For that, DL is extended by ‘explicit substitutions’. During symbolic execution of $p$, the effects of $p$ are gradually, from the front, turned into explicit substitutions. Meaning that after some proof steps, a certain prefix of $p$ has turned into a substitution $\sigma$, representing the effects so far, while a ‘remaining’ program $p'$ is yet to be executed. While verifying $p$, an intermediate proof node may look like $\Gamma \vdash \sigma \langle p' \rangle \phi$, telling that, if $\Gamma$ was true before $p$, and $\sigma$ is the accumulated effect up to now, then $\phi$ will be true after executing the remaining program $p'$. Note that most proofs branch over case distinctions, largely triggered by Boolean decisions in the source code.

Unlike the explicit substitutions preceding the diamond modalities “$\langle \ldots \rangle$”, the notation $\sigma(b)$ indicates that $\sigma$ is applied to $b$, and thereby resolved. Similar for $\sigma(\neg b)$. Through rules like the above, the left side of any sequent, on any branch of the symbolic execution proof, lists conditions for the current execution path to be taken (in addition to the original precondition, in case there is any).

2.2 Runtime Verification of Software

Principles

Runtime verification is a technique for monitoring the execution of a software system, detecting violations as they appear at runtime. In recent years researchers have implemented monitoring tools which usually compile high-level (temporal) properties into monitor implementation (e.g., [21, 40, 27, 28, 5, 26]). There are two main concerns when using runtime verification:

1. In order to minimise the possibility of erring it is desirable that monitors are automatically synthesised from formally specified properties.
2. Though a minimal runtime overhead is acceptable, it is of course desirable to reduce them as much as possible.

The above concerns are obviously interdependent: properties should be written in a formal language that is expressive enough as to represent meaningful properties, but not too much as to avoid efficient monitoring.

There are two main flavours of runtime verification — **synchronous monitoring**, in which, after each performed action, the system does not proceed further until the monitor confirms that the action did not violate the specification, and **asynchronous monitoring**, in which the system logs all relevant events, which are processed independently by the monitor, possibly on a separate address-space.

---

3 The simplified rule ignores side effects or exceptions possibly caused by $b$. 
While the latter is attractive in that it induces minimal overheads on the system, the \textit{a posteriori} nature of the analysis makes it useless if one wants to discover and address problems in real-time. Although in-between solutions have been proposed (e.g., see [24]), they are far from being universally applicable, and thus, if one wants to have a guarantee that the system does not proceed beyond a violation, one has no choice but to pay the cost in terms of overheads induced by synchronous monitoring.

Different solutions based on optimisations have been presented to alleviate the overhead problem, e.g. [13, 14]. Further approaches aim at obtaining small monitors by construction [45], or use some kind of overhead guarantee, as proposed in [23]. Despite the advance of the state-of-the-art with such approaches there is still need to improve runtime monitoring techniques as motivated by the development of specific techniques to improve monitor efficiency [18].

In the following, we give a brief overview over state-of-the-art runtime monitoring tools developed in recent years, without claiming completeness. ConSpec [3] inlines a runtime monitor into applications on mobile devices based on observed contract violations. JavaMOP [21] is a monitoring-oriented development environment where parts of the system’s functionality are designed as monitor-triggered code. Java-MaC [40] enables automatic instrumentation to have access to system events. Higher-level activities are processed by the runtime checker to raise an alarm if any of the specified properties are violated. Eagle [33] is a runtime verification tool supporting future and past time logics, interval logics, extended regular expressions, state machines, real-time and data constraints and statistics. Lola [28] guarantees bounded memory to perform online monitoring, and differs from most other synchronous languages in that it is able to refer to future values in a stream. Tracematches [5] is an extension to AspectJ allowing the specification of trace patterns, also supporting parametrisation of events. This work has been extended in [15] to improve efficiency by making a temporal and spatial partitioning among collaborative users.

**LARVA: A Runtime Verification tool for Java**

LARVA (\textit{Logical Automata for Runtime Verification and Analysis}) [26], is a tool tailored to verify untimed and real-time properties of Java programs. Properties can be expressed in a number of notations, including timed-automata enriched with stopwatches (DATEs — \textit{Dynamic Automata with Timers and Events}), Lustre, and a subset of the duration calculus.

As an example of the kind of properties one can express in DATEs and verify with LARVA let us consider a system where one needs to monitor the number of successive bad logins and the activity of a logged in user. By having access to \texttt{badlogin}, \texttt{goodlogin} and \texttt{interact} events, one can keep a successive bad-login counter and a clock to measure the time a user is inactive. Fig. 1 shows the property that allows for no more than two successive bad logins and 30 minutes of inactivity when logged in, expressed as a DATE. Upon the third bad login or 30 minutes of inactivity, the system reverts to a bad state. In the figure, transitions are labelled with events, conditions and actions, separated by a backslash. It is assumed that the bad login counter is initialised to zero.
The tool has been successfully used on a number of case-studies, including an industrial system handling financial transactions. LARVA also performs analysis of real-time properties, and whenever possible to calculate an upper-bound on the memory and temporal overheads induced by monitoring.

3 A Proposed Framework for Integrated Static and Runtime Verification

In this section we present our framework. We start by discussing a unified language for specifying both static and runtime properties, we then describe our framework in general terms, and we finally discuss some interesting features that could be added to enhance our framework.

Though the conceptual model underlying our framework is general and tool-independent, we use LARVA and KeY as a basis to the proposed unified language, and as instances of some of the modules to be used in the framework.

3.1 A unified specification language for static and dynamic verification

In order to explore the proposed framework, we are investigating a concrete instantiation — combining the deductive verification tool KeY with the runtime verification tool LARVA. One of the first main challenges is that of identifying a unified specification language. While KeY uses pre- and postconditions for specifications, LARVA uses DATEs — essentially symbolic automata, with timers (allowed to be used also as stopwatches) and the means for dynamic replication of properties (for instance, a property which will be replicated for each user in the system).

As briefly described in the previous section, while KeY addresses the behaviour of a method as a relation, DATEs are less structured and are triggered with events happening in the system, which may refer to method entry and exit points (although with no native notion of identifying the entry and related
exit of a single call), but also to exceptions raised by the system. To combine the approach, we propose ppDATEs, an extension of DATEs with the notion of pre- and postconditions, enabling transitions from a state to another whenever a method call satisfying the precondition terminates with the postcondition holding. Notationally, pre-/postconditions are additional elements of transition labels, put in the front/end of the other label elements: $s \xrightarrow{\text{pre}\ldots\text{post}} s'$.

ppDATEs enable the co-specification of data centric, control centric, and real time aspects of a system in a unified way. Concretely, ppDATE describes communicating automata with event-triggered transitions, timers, and functional unit specifications. Events are actions on objects (foremost method calls), timer events, primitives for synchronising with different automata, or a combination thereof. In addition, events are potentially augmented with conditions, actions, plus logic based, data centric specifications of the pre-post behaviour of the called method.

### 3.2 Description of the framework

An abstract view of the proposed framework, taking as input an object-oriented program $P$ and a specification of the desired properties, can be found in Fig. 2. We describe our framework in what follows based on the figure.

Deductive verification tools typically rely on user input to difficult proof steps, like finding loop invariants. However, the proposed framework is designed for fully automated use of the verifier, represented in the figure by the Deductive Verifier module. Therefore, not all proof attempts will lead to complete proofs. The workflow makes use of both, complete and partial, proofs, when specialising the ppDATE specification.

The purpose of the Partial Specification Evaluator is to spare the runtime verification (at the end of the workflow) from checking properties that were...
proved statically. For instance, postconditions that were completely proved (relatively to a certain method and precondition) do not need to be checked at runtime at all. The more interesting question is how to still make use of the information contained in partial proofs for the run-time verification phase. Here, the basic idea is to construct, from the open proof goals, specialisations of the precondition to the cases where the postcondition could, respectively could not, be proved. For instance, suppose the original ppDATE automaton features a transition \( s \xrightarrow{\text{pre}\setminus\text{m}()\setminus\text{post}} s' \) (where \( \text{pre} \) and \( \text{post} \) are the pre- and postcondition of calling method \( m \)). Suppose further the deductive verifier produces a partial, i.e., unfinished proof for \( \text{pre} \vdash \langle m() \rangle \text{post} \) (ignoring \( s \) for simplicity.) Then, it is possible, by analysis of the open proof goals, to construct two specialisations \( \text{pre}_1 \) and \( \text{pre}_2 \) of \( \text{pre} \), with \( \text{pre}_1 \land \text{pre}_2 \leftrightarrow \text{pre} \), such that \( \text{pre}_1 \) corresponds to the open and \( \text{pre}_2 \) to the closed proof branches, respectively, and \( \text{pre}_2 \vdash \langle m() \rangle \text{post} \) is a consequence of the partial proof. This can be used by the partial specification evaluator to replace \( s' \) with two clones \( s'_1 \) and \( s'_2 \), and instead of the above transition have \( s \xrightarrow{\text{pre}_1\setminus\text{m}()\setminus\text{post}} s'_1 \) and \( s \xrightarrow{\text{pre}_2\setminus\text{m}()\setminus\text{true}} s'_2 \). Thereby, during runtime verification, only the transition to \( s'_1 \) will trigger a checking of the postcondition \( \text{post} \), but not the other transition, as \( \text{post} \) is ensured there statically.

The Monitor Generator takes as main input the specialised specification, ppDATE’. From such a specification, it uses aspect-oriented programming techniques to capture relevant system events, and implements runtime checks to ensure no violation takes place. The current approach to automata based monitor generation used in LARVA [25], cannot deal in a satisfactory manner with the data-centric parts of the specification that could not be (fully) ensured statically. This is particularly true for postconditions as in most cases they involve some kind of procedural checking (e.g., to check that an array is indeed sorted). Here we will pursue alternative approaches, like dedicated nested automata (for checking postconditions), and logic based runtime assertion checking of the kind done for JML specifications [22].

Before weaving the generated aspects into the code to be monitored, further static optimisations will be applied in the Static Monitoring Optimizer module, using, and expanding on, recent results in the area of combining static analysis (other than verification) with runtime verification. In particular, CLARA [18] is a good candidate to base our static monitor optimizer. Note that the optimisations can also affect the monitor itself giving the possibility to reduce its size and thus enhancing performance (this part is not shown in Fig. 2).

The final step in the workflow is the actual runtime verification, which executes the weaved program \( P' \) in parallel with the resulting monitor. Suitable forms of reporting and analysing the results of runtime verification, in certain cases including error recovery mechanisms, are natural extensions of the framework. They will be addressed in future work, without aiming at full generality, however. Rather, these issues are specific for the demands of a deployment scenario and application area, and will be tailored for specific deployments and case studies.
3.3 Additional features

In addition to what is discussed above, a crosscutting concern is the treatment of real-time properties. On the runtime side, LARVA already supports timers. On the static verification side, there is recent research on loop bound analysis using a combination of KeY and COSTA [4]. Yet, these two are very different aspects of real-time.

The framework has further potentials outside the main workflow as sketched above. One is the possibility of a feedback loop from the runtime verification to the (static) deductive verifier. For instance, there is work on discovering likely invariants by dynamic analysis [31] or testing [35], and the proposed framework could well be ideal for dynamic-to-static feedbacks of similar kind. Another issue is the broadening of our current deductive test case generation approach [30] to control related aspects, like call-graph related test coverage criteria.

4 An Illustrative Example

Let us reconsider the login-scenario, extending on Fig. 1, introduced in section 2.2 when describing the tool LARVA. We assume now that whenever a user logs in, she is added to a set of current users. A specification of this scenario will consist of a number of parallel ppDATEs specifying different properties. Such ppDATEs could be activated by mutual synchronisation or by events. For instance the high level property about the login will consist of a modified version of the DATE shown in Fig. 1, where the good-/bad-login events are augmented with the user’s identity as a parameter. Additionally we will have, in parallel, another ppDATE which includes pre/post-conditions of data sensitive operations, like the method call users.add(u) which is activated whenever the event goodlogin(u) happens. An according transition will look like $s \xrightarrow{\text{pre}\ \text{add}()} \ x \text{post} s'$.

Before giving details about pre and post, let us discuss the Java implementation of the set of users. We assume the set is implemented with help of an array arr, using hashing for fast look-up. Hash conflicts are resolved by open addressing, meaning the method add first tries to put the object into arr at the position of the computed hash code. If that index is occupied, however, add searches for the nearest following index which is free. The set has a capacity limited by the length of arr. To enable easy checking whether or not the capacity is reached, a field size keeps track of the number of stored objects.

The ppDATE specifying the behaviour of the user set will therefore contain a transition $s \xrightarrow{\text{size}<\text{arr.length}\ \text{add}()} \ x \text{i. arr[i]=o} \ x' \text{size<arr.length}\ \text{add}() \ x'$. Among others. To deal with the postcondition, the runtime verifier may use a technique known as ‘runtime assertion checking’, where logical formulas are operationalised [22]. For our example, $\exists i. \text{arr[i]=o}$ would be turned into a loop walking through the array.

Checking the postcondition needs to be done each time the transition fires. However, we can optimise away this runtime check for certain cases, using static verification with KeY. If one tries to statically prove, with KeY, that add's implementation is correct with respect to some JML specification, KeY first will gener-
ate proof obligations in form of DL sequents. One of them could look like the following:
\[ \text{size} < \text{arr.length} \vdash (\text{add}(o)) \exists i. \text{arr}[i] = o \]
When constructing a proof of this sequent, KeY will branch over case distinctions in the code of \text{add}, such as whether the initial hash index is free or occupied. The two sequents resulting from that branching look like:
\[ \text{size} < \text{arr.length}, \text{arr}[o \text{.hashCode()} \% \text{arr.length}] = \text{null} \vdash ... \]
and
\[ \text{size} < \text{arr.length}, \neg \text{arr}[o \text{.hashCode()} \% \text{arr.length}] = \text{null} \vdash ... \]
The first branch will be easier to automatically close by KeY than the second, which requires handling a loop searching for the next free index. Therefore, if KeY runs in auto-mode, excluding using interaction, it might only close the first branch.

As we have managed to prove one of the branches, there will be no need to monitor the case when the initial hash index is free, and only the branch when this is not the case will be monitored. Therefore, we can replace the transition given above by two transitions:
\[
\begin{align*}
S &\xrightarrow{\text{size} < \text{arr.length}, \text{arr}[o \text{.hashCode()} \% \text{arr.length}] = \text{null} \\land \text{true}} S_1' \\
S &\xrightarrow{\text{size} < \text{arr.length}, \neg \text{arr}[o \text{.hashCode()} \% \text{arr.length}] = \text{null} \\lor \exists i. \text{arr}[i] = o} S_2'
\end{align*}
\]
Thereby, during runtime verification, only the transition to \( S_2' \) will trigger a checking of the postcondition, but not the other transition, as \text{true} is ensured trivially. Given a hashtable that is well dimensioned, the cheaper case will be more frequent at runtime.

5 Applications

5.1 Electronic and legal contracts

The term ‘contract’ has mostly been used in software systems as a metaphor and not according to the common meaning of the word. The first use of the term in connection with software programming and design was done by Meyer in the context of the language Eiffel (programming-by-contracts, or design-by-contract) [46]. Software contracts can appear as integrated part of a programming language, like in Eiffel, or phrased in a special contract language, like JML [42] (supported by KeY) and Code Contracts [44]. Similarly, as a metaphor, the term has been used to describe interfaces of component-based systems or service-oriented architectures.

In the following, however, the word \textit{contract} will be used as a general term to describe any kind of normative document, including contracts in the legal sense and other agreements where the different parties involved engage on certain obligations. Here, we are primarily interested in electronic agreements, which form an electronic version of legal contracts, and the role of static and dynamic verification plays in their analysis.

As a simple example consider agreements in the context of installing application on a mobile phone. In such cases the contract is shown in natural language
(e.g., English) and the user must accept the terms and conditions stipulated there; otherwise the application is not installed. Ideally, each user would read and understand the agreement, and foresee the consequences in case of violation of certain clauses. Reality is different, though. So how else could one validate a contract between two parties before accepting it? This requires that the contract is fully formalised, which is not an easy task as witnessed by a number of current research papers on the topic (see for instance [48, 49] and references therein).

One solution is to monitor the system using a contract as the specification, possibly giving a notification before allowing actions which may lead to a violation to go through. Our proposal is that a third party would statically verify the application software against the agreement, leaving as little as possible to be verified at runtime in the form of a monitor provided with the application. This ensures contract adherence, whilst keeping overheads low.

5.2 Transaction-handling systems

Systems which handle transactions (such as financial payments) are becoming increasingly prevalent. Although various design patterns are used to control the complexity of their development, they still pose various challenges to their verification:

– **Concurrency.** Typically, a transaction-handling system handles many transactions concurrently, and unless appropriate design principles are adhered to, this can lead to an overload in complexity. The main principle is to structure transactions to act in a manner which externally is perceived to be atomic — the operation takes place without the possibility of interference. While being a sound design principle, ensuring that the transactions are internally built to satisfy this is rarely easy.

– **Long-lived transactions.** Whenever transactions have to communicate with real-life systems, they may end up with a substantial increase of their lifespan. This means that the complete locking of all necessary resources for the duration of the transaction is not an option. This requires the use of more complex design patterns to engage and use resources in a rational way.

– **Handling failure.** Various transactions interact with external systems (e.g., a payment transaction may have to communicate with a bank) over which the system has no control. One of the side-effects of these interactions is that the external systems may fail. Handling such failure is not trivial, and although approaches such as compensations have been proposed and used, entwining the logic of normal and exceptional (failing) behaviour induces an overhead in complexity.

– **Varying system loads.** Although typically transactions are not individually computationally expensive, the concurrent nature of the handling of transactions introduces a varying load on the machine processing them. In many domains, this load frequently features regular surges in activity, during which performance becomes an important issue. For example, in an online betting system, the number of incoming bets per minute may peak in the last minutes before an important football match.
The first three issues indicate that such systems are ideally verified, even if runtime verification may introduce unacceptable overheads. We thus believe that transaction-handling systems can be an ideal domain on which to apply our proposed framework.

6 Related Work

The combination of different verification techniques in order to get the best from each, is not new. In particular there have been some successful stories combining different static analysis techniques. This is the case for instance of the SLAM project [7], where symbolic model checking, program analysis and theorem proving are combined on a novel fashion to verify drivers written in C. Another example is InVeSt [12] integrating algorithmic and deductive verification techniques, using abstraction, to verify invariance properties.

More recently, some research has been conducted aiming at a combination of static analysis (other than verification) and runtime verification in different ways. Arhto and Biere describes an architecture based on JNuke where Java programs can be statically and dynamically analysed [6]. In this framework, a static analyser tries to detect faults which are manually checked by a user who writes test cases for each fault found. The program is then run many times against those test cases confirming, or not confirming, the failure. In the latter case, a log is kept for future runs of the static analyser.

In [16] static analysis is used to improve the performance of runtime monitoring based on tracematches. The paper presents a static analysis to speed up trace matching by reducing the runtime instrumentation needed. The static analysis part is based on 3 stages in order to: rule out some tracematches, eliminate inconsistent instrumentation points, and finally further refine the analysis taking into account certain execution order.

In [17] Bodden et al present ahead-of-time techniques to statically prove the absence of all program errors, or mark specific parts of the programs where such errors are likely to occur at runtime. The approach is based on tracematches.

CLARA is a framework to statically optimise runtime monitoring [18], which uses static analysis techniques to operate on the monitors themselves with the aim of improving performance, as opposed to the combination of static analysis and verification with runtime verification techniques to verify software.

As opposed to [6], we are not concerned with testing faults found by a static analyser but to prove as much as we can with a static verifier, and only the non-provable parts are verified during the real execution of a program. Besides we do not extract test cases to test the system but perform runtime verification. Like [16] our proposed approach also aim at improving the efficiency of runtime verification but our techniques are completely different. While Bodden et al. use static analysis we use deductive verification. This distinction is crucial as the kind of properties we can prove is not the same.

A related structure to ppDATEs has already been explored in [32], a work supervised by one of the authors of this paper.
7 Conclusion

We have presented the conceptual model of a framework for the verification of object-oriented systems. The proposed framework is based on a suitable combination of static and dynamic verification techniques, in particular based on the underlying approaches of KeY and Larva. We have proposed ppDATEs as a unified specification language for describing both static and dynamic properties, and we have shown an example to illustrate how our approach could be used. We have also described two application domains that we believe could benefit from our approach.

This is a position paper and as such much work is still to be done, starting with a formal definition of ppDATEs and ending with a full implementation of the framework, including proving interesting properties about the approach and applying it to real case studies.
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