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Abstract

We obtain graph theory results of independence, domination, covering or

Turán type, most of which are bounds on graph parameters.

We first investigate the smallest number λ(G) of vertices and the smallest

number λe(G) of edges that need to be deleted from a non-empty graph G

so that the resulting graph has a smaller maximum degree. Generalising the

classical Turán problem, we then investigate the smallest number λc(G, k) of

edges that need to be deleted from a non-empty graph G so that the resulting

graph contains no k-clique. Similarly, we address the recent problem of

Caro and Hansberg of eliminating all k-cliques of G by deleting the smallest

number ι(G, k) of closed neighbourhoods of vertices of G, establishing in

particular a sharp bound on ι(G, k) that solves a problem they posed.

Similarly to the problem of determining λ(G), the classical domination

problem is to determine the size of a smallest set X of vertices of G such that

the degree of each vertex v of the graph obtained by deleting X from G is

smaller than the degree of v in G (that is, each vertex in V (G)\X is adjacent

to some vertex in X). We add the condition that the vertices in V (G)\X

have pairwise different numbers of neighbours in X, and we denote the size

of X by γir(G). We also consider the further modification that V (G)\X is

an independent set of G, and we denote the size of V (G)\X by αir(G).

We obtain several sharp bounds on the graph parameters λ(G), λe(G),

λc(G, k), ι(G, k), γir(G), and αir(G) in terms of basic graph parameters such

as the order, the size, the minimum degree, and the maximum degree of G.

We also characterise the extremal structures for some of the bounds.
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Chapter 1

Introduction

1.1 Overview

We start this thesis with a brief description of the work presented in it. The

main definitions and notation are provided in the next section.

We obtain graph theory results of independence, domination, covering or

Turán type, most of which are bounds on graph parameters.

We first investigate the smallest number λ(G) of vertices and the smallest

number λe(G) of edges that need to be deleted from a non-empty graph G

so that the resulting graph has a smaller maximum degree. Generalising the

classical Turán problem, we then investigate the smallest number λc(G, k) of

edges that need to be deleted from a non-empty graph G so that the resulting

graph contains no k-clique. Similarly, we address the recent problem of

Caro and Hansberg of eliminating all k-cliques of G by deleting the smallest

number ι(G, k) of closed neighbourhoods of vertices of G, establishing in

particular a sharp bound on ι(G, k) that solves a problem they posed.
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Similarly to the problem of determining λ(G), the classical domination

problem is to determine the size of a smallest set X of vertices of G such that

the degree of each vertex v of the graph obtained by deleting X from G is

smaller than the degree of v in G (that is, each vertex in V (G)\X is adjacent

to some vertex in X). We add the condition that the vertices in V (G)\X

have pairwise different numbers of neighbours in X, and we denote the size

of X by γir(G). We also consider the further modification that V (G)\X is

an independent set of G, and we denote the size of V (G)\X by αir(G).

We obtain several sharp bounds on the graph parameters λ(G), λe(G),

λc(G, k), ι(G, k), γir(G), and αir(G) in terms of basic graph parameters such

as the order, the size, the minimum degree, and the maximum degree of G.

We also characterise the extremal structures for some of the bounds.

A more detailed outline of the contents of the thesis is provided in Sec-

tion 1.3.

1.2 Basic definitions and notation

In this section, we define some basic graph theory concepts and notation that

will be used throughout the thesis. We shall use capital letters such as X

to denote sets or graphs, and small letters such as x to denote non-negative

integers or functions or elements of a set. The set {1, 2, . . . } of positive

integers is denoted by N. For any n ∈ N, the set {1, . . . , n} is denoted by

[n]. It is to be assumed that arbitrary sets are finite. For a set X, the set of

r-element subsets of X is denoted by
(
X
r

)
. For any set X, the power set of

X, denoted by P(X), (or 2X), is the set of all subsets of X.
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A graph G is a pair (X, Y ), where X is a set, called the vertex set of G,

and Y is a subset of
(
X
2

)
and is called the edge set of G. The vertex set of G

and the edge set of G are denoted by V (G) and E(G), respectively. It is to

be assumed that arbitrary graphs have non-empty vertex sets. An element

of V (G) is called a vertex of G, and an element of E(G) is called an edge of

G. We may represent an edge {v, w} by vw. If vw is an edge of G, then v

and w are said to be adjacent in G, and we say that w is a neighbour of v in

G (and vice-versa). An edge vw is said to be incident to x if x = v or x = w.

For any v ∈ V (G), NG(v) denotes the set of neighbours of v in G, NG[v]

denotes NG(v)∪ {v} and is called the closed neighbourhood of v in G, EG(v)

denotes the set of edges of G that are incident to v, and dG(v) denotes |NG(v)|

(= |EG(v)|) and is called the degree of v in G. For X ⊆ V (G), we denote⋃
v∈X NG(v),

⋃
v∈X NG[v] and

⋃
v∈X EG(v) by NG(X), NG[X] and EG(X)

respectively. The minimum degree of G is min{dG(v) : v ∈ V (G)} and is

denoted by δ(G). The maximum degree of G is max{dG(v) : v ∈ V (G)} and

is denoted by Δ(G). Let M(G) denote the set of vertices of G of degree

Δ(G). If G = (∅, ∅), then we take both δ(G) and Δ(G) to be 0. If a vertex

v of a graph G has only one neighbour in G, then v is called a leaf of G.

If H is a graph such that V (H) ⊆ V (G) and E(H) ⊆ E(G), then H is

said to be a subgraph of G, and we say that G contains H. For X ⊆ V (G),

(X,E(G) ∩
(
X
2

)
) is called the subgraph of G induced by X and is denoted by

G[X]. For a set S, G − S denotes the subgraph of G obtained by removing

from G the vertices in S and all edges incident to them, that is, G − S =

G[V (G)\S]. We may abbreviate G − {v} to G − v. For L ⊆ E(G), G − L

denotes the subgraph of G obtained by removing from G the edges in L, that
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is, G− L = (V (G), E(G)\L). We may abbreviate G− {e} to G− e.

If n ≥ 2 and v1, v2, . . . , vn are the distinct vertices of a graph G with

E(G) = {vivi+1 : i ∈ [n− 1]}, then G is called a v1vn-path or simply a path.

The path ([n], {{1, 2}, . . . , {n − 1, n}}) is denoted by Pn, and is called the

n-path. For a path P , the length of P , denoted by l(P ), is |V (P )| − 1 (the

number of edges of P ).

For a graph G and u, v ∈ V (G), the distance of v from u, denoted

by dG(u, v), is given by dG(u, v) = 0 if u = v, dG(u, v) = min{l(P ) :

P is a uv-path, G contains P} if G contains a uv-path, and dG(u, v) = ∞

if G contains no uv-path.

Where no confusion arises, the subscript G may be omitted from any of

the notation that uses it; for example, NG(v) may be abbreviated to N(v).

A graph G is connected if for every u, v ∈ V (G) with u 	= v, G contains

a uv-path. A component of G is a maximal connected subgraph of G (that

is, one that is not a subgraph of any other connected subgraph of G). It is

easy to see that if H and K are distinct components of a graph G, then H

and K have no common vertices (and therefore no common edges). If H is

a component of G, v ∈ V (G), and V (H) = {v}, then H is called a singleton

of G and v is called an isolated vertex of G. Note that for v ∈ V (G), v is an

isolated vertex of G if and only if dG(v) = 0.

If G,G1, . . . , Gr are graphs such that V (G) =
⋃r

i=1 V (Gi) and E(G) =⋃r
i=1 E(Gi), then we say that G is the union of G1, . . . , Gr.

If X1, . . . , Xs are sets such that no r of X1, . . . , Xs have a common el-

ement, then X1, . . . , Xs are said to be r-wise disjoint. Graphs G1, . . . , Gs

are said to be r-wise vertex-disjoint if V (G1), . . . , V (Gs) are r-wise disjoint.
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Graphs G1, . . . , Gs are said to be r-wise edge-disjoint if E(G1), . . . , E(Gs)

are r-wise disjoint. We may use the term pairwise instead of 2-wise.

It is easy to see that if G1, . . . , Gr are the distinct components of G, then

G1, . . . , Gr are pairwise vertex-disjoint and hence pairwise edge-disjoint, and

G is the union of G1, . . . , Gr.

If n ≥ 3 and v1, v2, . . . , vn are the distinct vertices of a graph G with

E(G) = {v1v2, v2v3, . . . , vn−1vn, vnv1}, then G is called a cycle. The cycle

([n], {{1, 2}, . . . , {n − 1, n}, {n, 1}}) is denoted by Cn. A triangle is a copy

of C3.

A graph G is a tree if G is a connected graph that contains no cycles.

If |V (G)| = k + 1 and E(G) = {xv : v ∈ V (G)\{x}} for some x ∈ V (G),

then G is called a k-star, or simply a star, with centre x. The k-star ({0} ∪

[k], {{0, i} : i ∈ [k]}) is denoted by K1,k. A copy H of K1,k will be called a

k-star or simply a star , and, if k ≥ 2, then the vertex of H of degree k will

be called the centre of H. Thus a star is a tree. A forest is a graph whose

components are trees.

If G is a graph, then the complement of G, denoted by Ḡ, is the graph

(V (G),
(
V (G)
2

)
\ E(G)). Thus, two distinct vertices are adjacent in Ḡ if and

only if they are not adjacent in G.

If C ⊆ V (G) such that every two distinct vertices in C are adjacent in G,

then C is said to be a clique of G. If C is a clique of G and |C| = k, then C

is said to be a k-clique of G. Let Ck(G) denote the set of distinct k-cliques

of G. The size of a largest clique of G is called the clique number of G and

is denoted by ω(G).

For I ⊆ V (G), we say that I is an independent set of G if for every two
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distinct vertices u, v ∈ I, u is not adjacent to v in G. The independence

number of G, denoted by α(G), is the size of a largest independent set of G.

A graph G is complete if every two vertices of G are adjacent (that is,

E(G) =
(
V (G)
2

)
, or equivalently V (G) is a clique of G). The complete graph

([n],
(
[n]
2

)
) is denoted by Kn. A graph G is empty if no two vertices of G are

adjacent (that is, E(G) = ∅, or equivalently V (G) is an independent set of

G). The empty graph ([n], ∅) is denoted by En. A graph G is a singleton if

|V (G)| = 1, in which case G is complete and empty.

If G is a graph such that V (G) is partitioned into two non-empty sets V1

and V2 such that every edge of G has one vertex in V1 and the other in V2

(or rather, V1 and V2 are independent sets of G), then we say that G is a

bipartite graph with partite sets V1 and V2. A bipartite graph G with partite

sets V1, V2 and with E(G) = {uv : u ∈ V1, v ∈ V2} is said to be complete; the

complete bipartite graph G with partite sets [s] and [s+ 1, s+ t] is denoted

by Ks,t.

A graph G is regular if the degrees of its vertices are the same. If k ∈

{0} ∪ N and the degree of each vertex of G is k, then G is called k-regular.

Let H be a graph. A graph G is a copy of H if there exists a bijection

f : V (G) → V (H) such that E(H) = {f(u)f(v) : uv ∈ E(G)}, and we write

G � H. Thus, a copy of H is a graph obtained by relabeling the vertices of

H.

For A,D ⊆ V (G), we say that D dominates A in G if for every v ∈ A,

v is in D or v has a neighbour in G that is in D. A dominating set of G is

a set that dominates V (G) in G. The domination number of G, denoted by

γ(G), is the size of a smallest dominating set of G.
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For L ⊆ E(G) and X ⊆ V (G), we say that L is an edge cover of X in

G if for each v ∈ X with dG(v) > 0, v is incident to at least one edge in L.

An edge cover of V (G) in G is called an edge cover of G. The edge covering

number of G is the size of a smallest edge cover of G and is denoted by β′(G).

Given an injective function f : X → Y , the set {{x, y} : x ∈ X, y = f(x)}

is called a matching from X into Y . A set M is called a matching of G if

for some X, Y ⊆ V (G) with X ∩ Y = ∅, M is a matching from X into Y . A

matching M of G is perfect if V (G) =
⋃

e∈M e. The matching number of G

is the size of a largest matching of G and is denoted by α′(G).

1.3 Background and outline of the thesis

We shall now give an outline of the thesis together with some background

from the literature. The problems considered in Chapters 2 and 3 can be

generalised as follows. Given a graph G and a certain graph parameter ρ, we

investigate the size of a smallest set of vertices or edges whose removal from

G yields a graph with a smaller value of ρ. More formally, given a graph G

and a certain graph parameter ρ, we investigate the size of a smallest set X of

vertices or edges such that ρ(G−X) < ρ(G). In chapters 4 and 5, we consider

the stronger condition that the value of the parameter becomes smaller than

a given non-negative integer k. In Chapters 2 and 3, ρ is the maximum

degree, and in chapters 4 and 5, ρ is the clique number. In Chapters 6 and

7 we consider a variant of independence and domination respectively. The

work in this thesis can be classified as work of independence, domination,

covering or Turán type. These are classical areas of extremal graph theory
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and are widely studied. We will give some background on each of them and

then the work in each of the subsequent chapters in more detail.

The domination number of a graph is one of the most extensively studied

parameters in extremal graph theory. Many of the main results of the classi-

cal domination bound can be seen in [21, 22, 29–31]. Numerous variants have

been studied; many of the earliest ones are referenced in [32], but nowadays

there are several others. We consider a number of variations of the classical

domination problem throughout this thesis.

The independence number of a graph is also extensively studied (see [5,

13, 24, 25, 27, 34, 37, 53]). The notions of independence and domination are

closely related. We observe that for a given graph G, a maximal independent

set of G is a dominating set of G. Thus, any maximal independent set

of G is necessarily also a minimal dominating set. Numerous variants of

independence have been studied throughout the years; see, for example, [3,

16, 19, 28].

Another widely-studied area of extremal graph theory is Turán theory,

the aim of which is mainly to establish the maximum number of edges a

graph G can have if it does not contain a copy of a given graph F (that

is, F is forbidden from being a subgraph of G). This has its origins in

the classical theorem of Turán [52], which solves the problem for the case

where F is the complete graph Kk and characterises the extremal graphs.

The special case k = 3 had been established by Mantel [42]. In [1], Aigner

provides a brief insight to the problem and discusses some of the known

proofs of this theorem. Several variants of this problem have been studied;

see, for example, [2, 33, 44, 51]. In [36], Keevash surveys known results and
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methods, and discusses some open problems. Observe that a clique of G is

an independent set of Ḡ, and vice versa. Thus, the problem of reducing the

clique number to a value less than k is equivalent to the problem of reducing

the independence number to a value less than k.

Edge covering type problems are a special case of set covering type prob-

lems, which are the most prominent covering type problems. In 1959, Gallai

[26] established the immediate connection between edge covering and match-

ing by showing that α′(G) + β′(G) = |V (G)| for every graph G without

isolated vertices. There is also a connection between edge covering and inde-

pendence. Indeed, in 1916, Kőnig [38] proved that for any bipartite graph G

without isolated vertices, α(G) = β′(G). In general, α(G) ≤ β′(G) for any

graph G without isolated vertices because, if X is an edge cover of G and I

is an independent set of G, then each vertex of I is in some edge in X, and

no edge in X contains more than one vertex in I. In [48], Paschos surveys

some approximation algorithms for some of these covering type problems.

In Chapter 2, we investigate the minimum number of vertices that need

to be removed from a graph so that the new graph obtained has a smaller

maximum degree. Recall thatM(G) denotes the set of vertices of G of degree

Δ(G). We call a subset R of V (G) a Δ-reducing set of G if Δ(G−R) < Δ(G)

or V (G) = R (note that V (G) is the smallest Δ-reducing set of G if and

only if Δ(G) = 0). Note that R is a Δ-reducing set of G if and only if

M(G) ⊆ NG[R]. Let λ(G) denote the size of a smallest Δ-reducing set of G.

We provide several sharp bounds for λ(G) in terms of basic graph parameters

such as the order |V (G)|, the size |E(G)|, the maximum degree Δ(G), the

number of vertices of maximum degree |M(G)|, and other graph parameters.
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Note that D dominates M(G) in G if and only if D is a Δ-reducing set of G.

Therefore λ(G) = min{|D| : D dominates M(G) in G}. Thus, the problem

we consider is a variation of the classical domination problem defined above.

In Chapter 3, we investigate the minimum number of edges that need

to be removed from a graph so that the new graph obtained has a smaller

maximum degree. We call a subset L of E(G) a Δ-reducing edge set of G if

Δ(G−L) < Δ(G) or Δ(G) = 0. We denote the size of a smallest Δ-reducing

edge set of G by λe(G). We provide several bounds and equations for λe(G).

Note that L is a Δ-reducing edge set of G if and only if L is an edge cover of

M(G) in G. Thus, the problem we consider is an edge covering type problem.

In Chapter 4, we consider a generalisation of the classical problem of

Turán [52]. We investigate the smallest number of edges that need to be

removed from a non-empty graph G so that the resulting graph does not

contain k-cliques. We call L ⊆ E(G) a k-clique reducing edge set of G if

ω(G−L) < k. We denote the size of a smallest k-clique reducing edge set of

G by λc(G, k). That is, λc(G, k) = min{|L| : L ⊆ E(G), ω(G− L) < k}. We

call λc(G, k) the k-clique reducing edge number of G. We provide a number

of sharp bounds and equations for λc(G, k).

In Chapter 5, we investigate the size of a smallest set of vertices that when

removed together with its closed neighbourhood from a graph, we obtain a

subgraph with no k-cliques. More generally, if F is a set of graphs and F

is a copy of a graph in F , then we call F an F-graph. If G is a graph and

D ⊆ V (G) such that G − N [D] contains no F -graph, then D is called an

F-isolating set of G. Let ι(G,F) denote the size of a smallest F -isolating set

of G. We call D ⊆ V (G) a k-clique isolating set of G if G−NG[D] contains
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no k-clique. We define ι(G, k) to be the size of a smallest k-clique isolating

set of G. That is, ι(G, k) = ι(G, {Kk}) = min{|D| : D ⊆ V (G), ω(G −

NG[D]) < k}. The study of isolating sets was introduced recently by Caro

and Hansberg [14, 15]. It is an appealing and natural generalization of the

classical domination problem. Indeed, D is a {K1}-isolating set of G if and

only if D is a dominating set of G (that is, N [D] = V (G)), so ι(G, {K1})

is the domination number of G. We obtain sharp upper bounds for ι(G, k),

and consequently we solve a problem of Caro and Hansberg [14].

In Chapters 6 and 7, we consider a variant of independence and domi-

nation, respectively. We consider the notions of irregular independence and

irregular domination respectively, as counterparts of the notions of regular

independence and regular domination (also referred to as fair domination),

which were recently introduced in [17, 18]. If D is a smallest dominating set

of a graph G with the condition that the vertices in V (G) \D have pairwise

different numbers of neighbours in D, then we call D an irregular dominating

set of G, and we denote the size of D by γir(G). If we consider the further

modification that V (G) \D is an independent set of G, and assume that G

does not contain isolated vertices, then V (G) \D is an irregular independent

set of G, and we denote the size of a largest irregular independent set of G

by αir(G). The formal definitions of these parameters are as follows.

If A is an independent set of a graph G such that the vertices in A have

pairwise different degrees, then we call A an irregular independent set of

G. The size of a largest irregular independent set of G will be called the

irregular independence number of G and will be denoted by αir(G). If A is

an independent set of a graph G such that the vertices in A have the same
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degree, then A is called a regular independent set of G. The size of a largest

regular independent set of G is called the regular independence number of G

and is denoted by αreg(G).

If D is a dominating set of G such that |N(u) ∩ D| 	= |N(v) ∩ D| for

every two distinct vertices u and v in V (G)\D, then we call D an irregular

dominating set of G. The size of a smallest irregular dominating set of G

will be called the irregular domination number of G and will be denoted by

γir(G). If D is a dominating set of G such that |N(u)∩D| = |N(v)∩D| for

every two vertices u and v in V (G)\D, then D is called a regular dominating

set of G. The size of a smallest regular dominating set of G is called the

regular domination number of G and is denoted by γreg(G).

Trivially, these are variants of the classical independence and domination

defined above. Chapters 6 and 7 are organized as follows. In Section 6.2, we

prove several sharp upper bounds on αir(G). In Section 6.3, we characterize

the graphs G with αir(G) = 1, we determine those that are planar, and

we determine those that are outerplanar. In Section 6.4, we provide sharp

Nordhaus–Gaddum-type bounds for the irregular independence number. In

Section 7.2, we prove several sharp lower bounds for γir(G), we characterize

the graphsG with γir(G) ∈ {n, n−1}, and we also provide some upper bounds

for γir(G). In Section 7.3, we provide sharp upper bounds relating αir(G) to

γir(G) or γir(Ḡ). In Section 7.4, we provide sharp Nordhaus–Gaddum-type

bounds for the irregular domination number.
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The work in Chapter 2 is published in [9, 10]. The work in Chapter 3 is

published in [11]. The work in Chapters 6 and 7 is published in [12].

13



Chapter 2

Reducing the maximum degree of

a graph by deleting vertices

2.1 Introduction

In this chapter we investigate the minimum number of vertices that need

to be removed from a graph so that the new graph obtained has a smaller

maximum degree. Definitions and notation from Chapter 1 will be used.

Recall that M(G) denotes the set of vertices of G of degree Δ(G). We call a

subset R of V (G) a Δ-reducing set of G if Δ(G− R) < Δ(G) or V (G) = R

(note that V (G) is the smallest Δ-reducing set of G if and only if Δ(G) = 0).

Note that R is a Δ-reducing set of G if and only if M(G) ⊆ NG[R]. Let λ(G)

denote the size of a smallest Δ-reducing set of G.

We provide several sharp bounds for λ(G). Our main results are given in

the next section. In Section 2.3, we investigate λ(G) from a structural point

of view, particularly observing how this parameter changes with the removal
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of vertices. Some of the structural results are then used in the proofs of the

main results; these proofs are given in Section 2.4.

Recall that a subset D of V (G) is called a dominating set of G if N [D] =

V (G). A dominating set of G is a Δ-reducing set of G. Thus, the problem of

minimizing the size of aΔ-reducing set is a variant of the classical domination

problem; the aim is to use as few vertices as possible to dominate the vertices

of maximum degree rather than all the vertices. If G is k-regular (that is,

d(v) = k for each v ∈ V (G)), then our problem is the same as the classical

one, that is, λ(G) = γ(G).

In this chapter, we present our work from our recent papers in [9] and

[10]. The parameter λ(G) was first introduced and studied in our recent

paper [9]. An application is indicated in [55].

We can now move on to the next section of this chapter, where we will

present our main results on λ(G).

2.2 Main results

Our first result is a lower bound for λ(G).

Proposition 2.2.1. For any graph G,

λ(G) ≥ |M(G)|
Δ(G) + 1

.

Proof. Let k = Δ(G). For any X ⊆ V (G), we have |NG[X]| ≤ ∑
v∈X |NG[v]|

≤ (k + 1)|X|. Let S be a Δ-reducing set of G of size λ(G). Since M(G) ⊆

NG[S], |M(G)| ≤ |NG[S]| ≤ (k + 1)|S| = (k + 1)λ(G). The result follows. �
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The bound above is sharp; for example, it is attained by complete graphs.

We now provide a number of upper bounds for λ(G).

Proposition 2.2.2. For any non-empty graph G,

λ(G) ≤ min

{
|M(G)|, γ(G),

|E(G)|
Δ(G)

}
.

Proof. Obviously, G −M(G) has no vertex of degree Δ(G). Thus λ(G) ≤

|M(G)|.

LetD be a dominating set of G. Since every vertex in V (G)\D is adjacent

to some vertex in D, dG−D(v) ≤ dG(v)−1 ≤ Δ(G)−1 for each v ∈ V (G−D).

Thus λ(G) ≤ |D|. Consequently, λ(G) ≤ γ(G).

Since G is non-empty, Δ(G) > 0. Let v1 be a vertex of G of degree

Δ(G). If Δ(G − v1) = Δ(G), then let v2, . . . , vr be distinct vertices of G

such that Δ(G−{v1, . . . , vr}) < Δ(G) and dG−{v1,...,vi−1}(vi) = Δ(G) for each

i ∈ [r]\{1}. If Δ(G − v1) < Δ(G), then let r = 1. Let R = {v1, . . . , vr}.

Then R ⊆ M(G), and by the choice of v1, . . . , vr, no two vertices in R are

adjacent. Thus |E(G− R)| = |E(G)| − rΔ(G), and hence |E(G)| ≥ rΔ(G).

Therefore, we have λ(G) ≤ |R| = r ≤ |E(G)|
Δ(G)

. �

Let d(G) denote the average degree 1
|V (G)|

∑
v∈V (G) dG(v) of G. Proposi-

tion 2.2.2 and the handshaking lemma (d(G)|V (G)| = 2|E(G)|) give us

λ(G) ≤ d(G)|V (G)|
2Δ(G)

. (2.1)
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It immediately follows that λ(G) ≤ 1
2
|V (G)|. In Section 2.4, we characterize

the cases in which the bound 1
2
|V (G)| is attained.

Theorem 2.2.3. For any non-empty graph G,

λ(G) ≤ |V (G)|
2

,

and equality holds if and only if G is either a disjoint union of copies of K2

or a disjoint union of copies of C4.

The subsequent new theorems in this section are also proved in Sec-

tion 2.4. The following sharp bound is our primary contribution.

Theorem 2.2.4. If G is a non-empty graph, n = |V (G)|, k = Δ(G) and

t = |M(G)|, then

λ(G) ≤ n+ (k − 1)t

2k
.

In [9], we pointed out four facts regarding Theorem 2.2.4. The first is

that it immediately implies (2.1). Indeed, let S = {v ∈ V (G) : dG(v) =

0}, G′ = G − S and n′ = |V (G′)|; then λ(G′) ≤ n′+(k−1)t
2k

= kt+n′−t
2k

≤
1
2k

∑
v∈V (G′) dG(v) =

1
2k

∑
v∈V (G) dG(v) =

d(G)n
2k

.

Secondly, the bound in Theorem 2.2.4 can be attained in cases where

λ(G) = t and also in cases where λ(G) < t. If G is a disjoint union of t

copies of K1,k, then λ(G) = t, n = (k + 1)t, and hence λ(G) = n+(k−1)t
2k

.

If G is one of the extremal structures in Theorem 2.2.3, then t = n and

λ(G) = n
2
= n+(k−1)t

2k
.

Thirdly, it is immediate from the proof of Theorem 2.2.4 that the in-

equality in the result is strict if the closed neighbourhood of some vertex of
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G contains at least 3 members of M(G); see (2.8).

Fourthly, since λ(G) ≤ t, Theorem 2.2.4 is not useful if t ≤ n+(k−1)t
2k

. This

occurs if and only if t ≤ n
k+1

. Thus, if t ≤ n+(k−1)t
2k

, then λ(G) ≤ n
k+1

. We

have

λ(G) ≤ max

{
n

k + 1
,
n+ (k − 1)t

2k

}
, (2.2)

and if n
k+1

< n+(k−1)t
2k

and k ≥ 2, then n < (k + 1)t and λ(G) ≤ n+(k−1)t
2k

< t.

In [10], we managed to come up with a new proof for the bound in The-

orem 2.2.4; by induction on the number of vertices, n. The new argument

enabled us to characterise the extremal graphs which attain the bound. We

first define a special graph.

If k ≥ 2, S1, . . . , St are vertex-disjoint k-stars, and G is a graph such that

V (G) =
⋃t

i=1 V (Si),
⋃t

i=1 E(Si) ⊆ E(G), Δ(G) = k, and |M(G)| = t (or,

equivalently, M(G) is the set of centres of S1, . . . , St), then we call G a special

k-star t-union and we call S1, . . . , St the constituents of G.

S1 S2 S3 St

Figure 1: An illustration of a special k-star t-union.

We can now present the following Theorem.

Theorem 2.2.5. If G is a non-empty graph, n = |V (G)|, k = Δ(G), and

t = |M(G)|, then

λ(G) ≤ n+ (k − 1)t

2k
.
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Moreover, equality holds if and only if one of the following holds:

(i) k = 1 and each component of G is a copy of K2,

(ii) k = 2 and each component of G is a copy of P3 or C4,

(iii) k ≥ 2 and G is a special k-star t-union.

It turns out that if G is a tree, then, although we may have n
k+1

< n+(k−1)t
2k

(that is, n < (k + 1)t, as in the case of trees that are paths with at least 4

vertices), λ(G) ≤ n
k+1

holds.

Theorem 2.2.6. For any tree T ,

λ(T ) ≤ |V (T )|
Δ(T ) + 1

.

In [9], we pointed out that the bound is sharp. In [10], we determine the

trees which attain the bound; but before stating the result, we first define a

special graph.

If S1, . . . , St are vertex-disjoint k-stars and T is a tree such that V (T ) =⋃t
i=1 V (Si),

⋃t
i=1 E(Si) ⊆ E(T ), and Δ(T ) = k, then we call T k-special (it

is easy to see that T has t−1 edges e1, . . . , et−1 such that E(T )\⋃t
i=1 E(Si) =

{e1, . . . , et−1} and, for each i ∈ [t − 1], there exist some j, k ∈ [t] such that

j 	= k and ei = {vj, vk} for some leaf vj of Sj and some leaf vk of Sk).

S1 S2 S3 S4 S5 S6

Figure 2: An illustration of a k-special tree with k = 3 and t = 6.
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Theorem 2.2.7. The bound in Theorem 2.2.6 is attained if and only if T is

k-special.

By Proposition 2.2.2, any upper bound for γ(G) is an upper bound for

λ(G). Domination is widely studied and several bounds are known for γ(G);

see [29]. The following well-known domination bound of Reed [50] gives us

λ(G) ≤ 3
8
|V (G)| when δ(G) ≥ 3.

Theorem 2.2.8 ([50]). If G is a graph with δ(G) ≥ 3, then

γ(G) ≤ 3

8
|V (G)|.

Arnautov [6], Payan [49] and Lovász [41] independently proved that

γ(G) ≤
(
1 + ln (δ(G) + 1)

δ(G) + 1

)
n. (2.3)

Alon and Spencer [5] gave a probabilistic proof using Alon’s well-known argu-

ment in [4]. By adapting the argument to our problem of dominating M(G)

rather than all of V (G), we prove the following improved bound for λ(G),

replacing in particular δ(G) by Δ(G).

Theorem 2.2.9. If G is a graph, n = |V (G)|, k = Δ(G) and t = |M(G)|,

then

λ(G) ≤ n ln (k + 1) + t

k + 1
.

We now give a brief discussion on regular graphs. If G is regular, then

M(G) = V (G), and hence λ(G) = γ(G). For a regular graph G, Theo-

rem 2.2.9 is given by (2.3) as δ(G) = Δ(G). Kostochka and Stodolsky [40]
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obtained an improvement of the bound in Theorem 2.2.8 for 3-regular graphs.

Theorem 2.2.10 ([40]). If G is a connected 3-regular graph with |V (G)| ≥ 9,

then

γ(G) ≤ 4

11
|V (G)|.

Also, they showed in [39] that there exists an infinite class of connected

3-regular graphs G with γ(G) >
⌈
|V (G)|

3

⌉
>

⌈
|V (G)|
Δ(G)+1

⌉
. This means that the

lower bound in Proposition 2.2.1 is not always attained by regular graphs,

and that the bound in Theorem 2.2.6 does not extend to the class of regular

graphs. For regular graphs G with Δ(G) ≤ 2, the problem is trivial. Indeed,

if such a graph G is connected, then either G has only one edge or G is a

cycle. It is easy to check that {1+3t : 1+3t ∈ [n]} is a Δ-reducing set of Cn

of minimum size, and hence λ(Cn) =
⌈
n
3

⌉
=

⌈
|V (Cn)|
Δ(Cn)+1

⌉
.

As pointed out above, a dominating set is a Δ-reducing set, so λ(G) ≤

γ(G). We conclude this section with a brief discussion on how the bounds

above compare with well-known domination bounds. First we note that

our bound n+(k−1)t
2k

on λ(G) is at most Ore’s upper bound n
2
on γ(G) (for

δ(G) ≥ 1) [47], and it is equal to it if and only if G is k-regular (in which case

λ(G) = γ(G)). However, taking δ = δ(G), we see that our bound for k ≥ 2

is at most the classical upper bound 1+ln(δ+1)
δ+1

n on γ(G) if and only if t ≤
n

δ+1

(
1 + 2 ln(δ + 1) + 2

k−1
ln(δ + 1) + k−δ

k−1

)
. Thus, the improvement offered

by our bound is limited. It is interesting that, on the other hand, the upper

bound n
k+1

in Theorem 2.2.6 is a basic lower bound for the domination number

of any graph G with Δ(G) = k (see [29]), meaning that no domination

number upper bound is better than it.
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2.3 Structural results

In this section, we provide some observations on how λ(G) is affected by

the structure of G and by removing vertices or edges from G. Some of the

following facts are used in the proofs of our main results.

Lemma 2.3.1. If G is a graph, H is a subgraph of G with Δ(H) = Δ(G),

and R is a Δ-reducing set of G, then R ∩ V (H) is a Δ-reducing set of H.

Proof. Let S = R ∩ V (H). Consider any v ∈ M(H). Since Δ(H) = Δ(G),

v ∈ M(G) and NH [v] = NG[v]. Since v ∈ M(G), u ∈ NG[v] for some u ∈ R.

Since NH [v] = NG[v], u ∈ NH [v]. Thus u ∈ V (H), and hence u ∈ S. Thus

v ∈ NH [S]. The result follows. �

We point out that having |R| = λ(G) in Lemma 2.3.1 does not guarantee

that |R ∩ V (H)| = λ(H). Indeed, let k ≥ 2, let G1 and G2 be copies of K1,k

such that V (G1) ∩ V (G2) = ∅, let G be the disjoint union of G1 and G2, let

e be an edge of G2, and let H = (V (G), E(G)\{e}). For each i ∈ [2], let vi

be the vertex of Gi of degree k. Let R = {v1, v2}. Then R is a Δ-reducing

set of G of size λ(G), {v1} is a Δ-reducing set of H, but R ∩ V (H) = R.

Proposition 2.3.2. If G is a graph and G1, . . . , Gr are the distinct compo-

nents of G whose maximum degree is Δ(G), then λ(G) =
∑r

i=1 λ(Gi).

Proof. Let R be a Δ-reducing set of G of size λ(G), and let Ri = R∩V (Gi)

for each i ∈ [r]. Then R1, . . . , Rr partition R, so |R| =
∑r

i=1 |Ri|. By

Lemma 2.3.1, λ(Gi) ≤ |Ri| for each i ∈ [r]. Suppose λ(Gj) < |Rj| for some

j ∈ [r]. Let R′
j be a Δ-reducing set of Gj of size λ(Gj). Then R′

j∪
⋃

i∈[r]\{j} Ri
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is a Δ-reducing set of G that is smaller than R, a contradiction. Therefore,

λ(Gi) = |Ri| for each i ∈ [r]. Thus we have λ(G) = |R| = ∑r
i=1 |Ri| =∑r

i=1 λ(Gi). �

Proposition 2.3.3. If H is a subgraph of a graph G such that Δ(H) = Δ(G),

then λ(H) ≤ λ(G).

Proof. Let R be a Δ-reducing set of G of size λ(G). Let S = R∩V (H). By

Lemma 2.3.1, Δ(H−S) < Δ(G). Thus we have λ(H) ≤ |S| ≤ |R| = λ(G). �

Proposition 2.3.4. If G is a graph, v ∈ V (G) and v /∈ NG[M(G)], then

λ(G− v) = λ(G).

Proof. By Proposition 2.3.3, λ(G−v) ≤ λ(G). Let R be a Δ-reducing set of

G−v of size λ(G−v). Since v /∈ NG[M(G)], M(G−v) = M(G). Thus R is a

Δ-reducing set of G, and hence λ(G) ≤ λ(G−v). Hence λ(G−v) = λ(G). �

Proposition 2.3.5. If v is a vertex of a graph G, then λ(G) ≤ 1+λ(G−v).

Proof. If Δ(G− v) < Δ(G), then λ(G) = 1. Suppose Δ(G− v) = Δ(G), so

M(G − v) ⊆ M(G). Let R be a Δ-reducing set of G − v of size λ(G − v).

For any x ∈ M(G)\M(G− v), x ∈ NG[v]. Thus R ∪ {v} is a Δ-reducing set

of G. The result follows. �

Define M1(G) = {v ∈ M(G) : dG(v, w) ≤ 2 for some w ∈ M(G)\{v}}

and M2(G) = M(G)\M1(G). Thus M2(G) = {v ∈ M(G) : dG(v, w) ≥

3 for each w ∈ M(G)\{v}}.

Proposition 2.3.6. For a graph G, λ(G) = |M(G)| if and only if M2(G) =

M(G).
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Proof. Suppose λ(G) = |M(G)| and M2(G) 	= M(G). Then M1(G) 	=

∅. Let v ∈ M1(G). Then dG(v, w) ≤ 2 for some w ∈ M(G)\{v}. Thus

NG[v] ∩ NG[w] 	= ∅. Let x ∈ NG[v] ∩ NG[w]. Then (M(G)\{v, w}) ∪ {x}

is a Δ-reducing set of G of size |M(G)| − 1, a contradiction. Therefore, if

λ(G) = |M(G)|, then M2(G) = M(G).

Conversely, suppose M2(G) = M(G). Let R be a Δ-reducing set of G

of size λ(G). Then M(G) ⊆ NG[R] and NG[v] ∩M(G) 	= ∅ for each v ∈ R.

Suppose |NG[v] ∩ M(G)| ≥ 2 for some v ∈ R. Let x, y ∈ NG[v] ∩ M(G)

with x 	= y. Since x, y ∈ NG[v], we obtain dG(x, y) ≤ 2, which contradicts

x, y ∈ M2(G). Thus |NG[v] ∩ M(G)| = 1 for each v ∈ R. Since M(G) ⊆

NG[R], M(G) = M(G) ∩ NG[R] = M(G) ∩ ⋃
v∈R NG[v] =

⋃
v∈R(NG[v] ∩

M(G)). Thus we have |M(G)| ≤ ∑
v∈R |NG[v]∩M(G)| = ∑

v∈R 1 = |R|. By

Proposition 2.2.2, |R| ≤ |M(G)|. Hence |R| = |M(G)|. �

Proposition 2.3.7. If G is a graph with M2(G) 	= M(G), then Δ(G −

M2(G)) = Δ(G) and λ(G) = |M2(G)|+ λ(G−M2(G)).

Proof. We use induction on |M2(G)|. The result is trivial if |M2(G)| = 0.

Suppose |M2(G)| ≥ 1. Let x ∈ M2(G). Since M2(G) 	= M(G), M1(G) 	=

∅. Thus we clearly have Δ(G − x) = Δ(G), M1(G − x) = M1(G) and

M2(G − x) = M2(G)\{x} 	= M(G − x). By the induction hypothesis,

λ(G − x) = |M2(G − x)| + λ((G − x) − M2(G − x)) = |M2(G)| − 1 +

λ(G − ({x} ∪ M2(G − x))) = |M2(G)| − 1 + λ(G − M2(G)). By Propo-

sition 2.3.5, λ(G) ≤ 1 + λ(G − x). Suppose λ(G) ≤ λ(G − x). Let R

be a Δ-reducing set of G of size λ(G). Then x ∈ NG[y] for some y ∈ R.

Since x ∈ M2(G), y /∈ NG[z] for each z ∈ M(G)\{x} (because otherwise
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we obtain dG(x, z) ≤ 2, a contradiction). We obtain that R\{y} is a Δ-

reducing set of G− x of size λ(G)− 1 ≤ λ(G− x)− 1, a contradiction. Thus

λ(G) = 1 + λ(G− x) = |M2(G)|+ λ(G−M2(G)). �

We conclude this section by conjecturing that for any graph G,

λ(G) ≤ |M2(G)|+ Δ(G)

Δ(G) + 1
|M1(G)|. (2.4)

Equality holds if G is the following tree. Let k ≥ 3, and let Tk be the tree with

E(Tk) = {uv1, . . . , uvk, v1x1, . . . , vkxk, x1y1,1, . . . , x1y1,k−1, . . . , xkyk,1, . . . , xk

yk,k−1}, where u, v1, . . . , vk, x1, . . . , xk, y1,1, . . . , y1,k−1, . . . , yk,1, . . . , yk,k−1 are

the distinct vertices of Tk. We have Δ(Tk) = k and M(Tk) = {u, x1, . . . , xk}.

Also, for each i ∈ [k], we have NTk
[xi]∩NTk

[u] = {vi}, and NTk
[xi]∩NTk

[xj] =

∅ for each j ∈ [k]\{i}. It follows that M(Tk) = M1(Tk) and that {v1, . . . , vk}

is a smallest Δ-reducing set of Tk. Thus |M1(Tk)| = k + 1, M2(Tk) = ∅ and

λ(Tk) = k = |M2(Tk)|+
Δ(Tk)

Δ(Tk) + 1
|M1(Tk)|.

One can easily enlarge Tk to a graph G with Δ(G) = k, M1(G) = M1(Tk),

M2(G) 	= ∅ and λ(G) = |M2(G)| + Δ(G)
Δ(G)+1

|M1(G)|, for example, by adding

copies of K1,k as components (and connecting components by vertex-disjoint

paths of length at least 3 if G is required to be connected).
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y1,1 y1,k−1

x1

y2,1 y2,k−1

x2

yk,1 yk,k−1

xk

v1 v2 vk

u

Figure 3: An illustration of the tree Tk as described above.

2.4 Proofs of the main results

We first prove Theorems 2.2.3, 2.2.4, 2.2.6 and 2.2.9.

Theorem 2.2.3. For any non-empty graph G,

λ(G) ≤ |V (G)|
2

,

and equality holds if and only if G is either a disjoint union of copies of K2

or a disjoint union of copies of C4.

Proof of Theorem 2.2.3. Let n = |V (G)| and k = Δ(G). Since G is

non-empty, k > 0. By (2.1), λ(G) ≤ n
2
. It is straightforward that if G is

either a disjoint union of copies of K2, or a disjoint union of copies of C4, then

λ(G) = n
2
. We now prove the converse. Thus, suppose λ(G) = n

2
. Then,
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by (2.1), G is k-regular. Let G1, . . . , Gr be the distinct components of G.

Consider any i ∈ [r].

Applying the established bound to each of G1, . . . , Gr, we have λ(Gj) ≤
|V (Gj)|

2
for each j ∈ [r]. Together with Proposition 2.3.2, this gives us∑r

j=1
|V (Gj)|

2
≥ ∑r

j=1 λ(Gj) = λ(G) = n
2
=

∑r
j=1

|V (Gj)|
2

, and hence λ(Gj) =

|V (Gj)|
2

for each j ∈ [r].

Suppose k ≥ 3. Since G is k-regular, Gi is k-regular. Thus we have

δ(Gi) = k ≥ 3, λ(Gi) = γ(Gi), and hence, by Theorem 2.2.8, λ(Gi) ≤
3|V (Gi)|

8
< |V (Gi)|

2
, a contradiction.

Therefore, k ≤ 2. If k = 1, then Gi is a copy of K2. Suppose k = 2.

Clearly, a 2-regular graph can only be a cycle. Thus, for some p ≥ 3,

Gi is a copy of Cp. As pointed out in Section 2.2, λ(Cp) =
⌈
p
3

⌉
. Since

λ(Cp) = λ(Gi) =
|V (Gi)|

2
= p

2
, it follows that p = 4. The result follows. �

For any m,n ∈ {0} ∪ N, we denote {i ∈ {0} ∪ N : m ≤ i ≤ n} by [m,n].

Note that [m,n] = ∅ if m > n.

Theorem 2.2.4. If G is a non-empty graph, n = |V (G)|, k = Δ(G) and

t = |M(G)|, then

λ(G) ≤ n+ (k − 1)t

2k
.

Proof of Theorem 2.2.4. Since G is non-empty, k > 0. Let r = λ(G)

and G1 = G. Let R be a Δ-reducing set of G of size r. We remove from

G1 a vertex v1 in R whose closed neighbourhood in G1 contains the largest
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number of vertices in M(G1), and we denote the resulting graph G1 − v1 by

G2. If r ≥ 2, then we remove from G2 a vertex v2 in R\{v1} whose closed

neighbourhood in G2 contains the largest number of vertices in M(G2), and

we denote the resulting graph G2 − v2 by G3. If r ≥ 3, then we remove from

G3 a vertex v3 in R\{v1, v2} whose closed neighbourhood in G3 contains

the largest number of vertices in M(G3), and we denote the resulting graph

G3 − v3 by G4. Continuing this way, we obtain v1, . . . , vr and G1, . . . , Gr+1

such that R = {v1, . . . , vr}, Gr+1 = G−R, Δ(Gi) = k for each i ∈ [r] (since

|R| = r = λ(G)), Δ(Gr+1) < k and

M(G) =
r⋃

i=1

(NGi
[vi] ∩M(Gi)). (2.5)

For each i ∈ [r], let Ai = NGi
[vi]∩M(Gi). The members v1, . . . , vr of R have

been labelled in such a way that

|A1| ≥ · · · ≥ |Ar|. (2.6)

For every i, j ∈ [r] with i < j, each member of Ai ∩ V (Gj) is of degree at

most k − 1 in Gj (as its neighbour vi in Gi is not in V (Gj)), and hence

Ai ∩ Aj = ∅. (2.7)

Let I3 = {i ∈ [r] : |Ai| ≥ 3}, I2 = {i ∈ [r] : |Ai| = 2} and I1 = {i ∈ [r] : |Ai| =

1}. Let r1 = |I1|, r2 = |I2| and r3 = |I3|. Then r = r1 + r2 + r3. By (2.6), we

have I3 = [1, r3], I2 = [r3 + 1, r3 + r2] and I1 = [r3 + r2 + 1, r3 + r2 + r1] =

[r − r1 + 1, r]. Let H = Gr−r1+1.
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Suppose r1 = 0. Then I2 ∪ I3 = [r]. By (2.5), M(G) =
⋃

i∈I2∪I3 Ai.

By (2.7), it follows that t =
∑

i∈I2∪I3 |Ai| ≥ ∑
i∈I2∪I3 2 = 2r, and hence

r ≤ t
2
≤ n+(k−1)t

2k
.

Now suppose r1 	= 0. Then Δ(H) = k. By construction, {vi : i ∈ I1} is a

Δ-reducing set of H, and M(H) =
⋃

i∈I1 Ai. If we assume that H has a Δ-

reducing set S of size less than |I1|, then we obtain that (R\{vi : i ∈ I1})∪S is

a Δ-reducing set of G of size less than |R|, a contradiction. Thus λ(H) = |I1|.

Together with M(H) =
⋃

i∈I1 Ai, (2.7) gives us |M(H)| = ∑
i∈I1 |Ai| = |I1|.

By Proposition 2.3.6, M(H) = M2(H). For each i ∈ I1, let zi be the unique

element of Ai. By (2.7), zi 	= zj for every i, j ∈ I1 with i 	= j. Since

M2(H) = M(H) =
⋃

i∈I1 Ai, M2(H) = {zi : i ∈ I1}. By definition of M2(H),

it follows that for every i, j ∈ I1 with i 	= j,

NH [zi] ∩NH [zj] = ∅.

Therefore,

∣∣∣ ⋃
i∈I1

NH [zi]
∣∣∣ = ∑

i∈I1
|NH [zi]| = (k + 1)|I1| = (k + 1)r1.

Let R′ = (R\{vi : i ∈ I1})∪M(H). Since |M(H)| = |I1| = λ(H) (and M(H)

is a Δ-reducing set of H), R′ is a Δ-reducing set of G of size λ(G).

Let B1 =
⋃

i∈I1 NH [zi], B2 = {vi : i ∈ I2} and B3 = {vi : i ∈ I3}. Then

|B1| = (k + 1)r1, |B2| = r2 and |B3| = r3.

Suppose that there exists j ∈ I2 such that Aj ⊆ B1 ∪ B2 ∪ B3. Let w1

and w2 be the two members of Aj. Let C = {vi : i ∈ I2, i ≥ j}. We have
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w1, w2 ∈ V (Gj) = V (G)\{vi : i ∈ [1, j − 1]}, so w1, w2 ∈ B1 ∪ C. We have

w1, w2 ∈ NGj
[vj] and dGj

(w1) = dGj
(w2) = k.

Suppose vj = w1. Since w1, w2 ∈ B1 ∪ C, we have w2 ∈ B1 ∪ (C\{vj}).

Suppose w2 ∈ B1. Then w2 ∈ NH [zi] for some i ∈ I1. Since Aj ∪ {zi} =

{vj, w2, zi} ⊆ NGj
[w2], we obtain that (R′\{vj, zi}) ∪ {w2} is a Δ-reducing

set of G of size |R′| − 1, which contradicts |R′| = λ(G). Thus w2 ∈ C\{vj},

meaning that w2 = vi for some i ∈ I2 such that i > j. From this we obtain

that R′\{vj} is a Δ-reducing set of G of size |R′| − 1, a contradiction.

Therefore, vj 	= w1. Similarly, vj 	= w2. If we assume that w1, w2 ∈ C,

then we obtain that R′\{vj} is a Δ-reducing set of G of size |R′| − 1, a

contradiction. Therefore, at least one of w1 and w2 is in B1; we may assume

that w1 ∈ B1. Thus w1 ∈ NH [zi] for some i ∈ I1. If we assume that w2 ∈ C,

then we obtain that R′\{vj} is a Δ-reducing set of G of size |R′| − 1, a

contradiction. Thus w2 ∈ B1, and hence w2 ∈ NH [zh] for some h ∈ I1.

From this we obtain that R′\{vj} is a Δ-reducing set of G of size |R′| − 1, a

contradiction.

Therefore, Ai � B1 ∪ B2 ∪ B3 for each i ∈ I2. For each i ∈ I2, let

xi ∈ Ai\(B1∪B2∪B3). Let B4 = {xi : i ∈ I2}. Thus B4∩(B1∪B2∪B3) = ∅.

Since B1, B2 and B3 are pairwise disjoint (by construction), it follows that

|⋃4
i=1 Bi| =

∑4
i=1 |Bi|. By (2.7), xi 	= xj for every i, j ∈ I2 with i 	= j. Thus

|B4| = r2.

By (2.5) and (2.7), the setsA1, . . . , Ar partitionM(G). Thus t =
∑r

i=1 |Ai|
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≥ 3r3 + 2r2 + r1 = 2r3 + r2 + r, and hence −r3 − r2 ≥ r − t+ r3. We have

n ≥ |
4⋃

i=1

Bi| =
4∑

i=1

|Bi| = r3 + 2r2 + (k + 1)r1

= r3 + 2r2 + (k + 1)(r − r3 − r2)

= (k + 1)r + (k − 1)(−r3 − r2)− r3 ≥ (k + 1)r + (k − 1)(r − t+ r3)− r3

= 2kr − (k − 1)t+ (k − 2)r3,

and hence

r ≤ n+ (k − 1)t− (k − 2)r3
2k

. (2.8)

If k = 1, then r3 = 0. Thus (k − 2)r3 ≥ 0, and hence r ≤ n+(k−1)t
2k

. �

We now prove Theorem 2.2.6, making use of the following well-known

fact.

Lemma 2.4.1. Let x be a vertex of a tree T . Let m = max{dT (x, y) : y ∈

V (T )}, and let Di = {y ∈ V (T ) : dT (x, y) = i} for each i ∈ {0} ∪ [m]. For

each i ∈ [m] and each v ∈ Di, NG(v) ∩
⋃i

j=0 Dj = {u} for some u ∈ Di−1.

Indeed, let v ∈ Di. By definition of Di, v can only be adjacent to vertices

of distance i−1, i or i+1 from x. If v is adjacent to a vertex w of distance i,

then, by considering an xv-path and an xw-path, we obtain that T contains

a cycle, which is a contradiction. We obtain the same contradiction if we

assume that v is adjacent to two vertices of distance i− 1 from x.

Recall that if a vertex v of a graph G has only one neighbour in G, then

v is called a leaf of G.
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Corollary 2.4.2. If T is a tree, x, z ∈ V (T ) and dT (x, z) = max{dT (x, y) : y

∈ V (T )}, then z is a leaf of T .

Proof. Let D0, D1, . . . , Dm be as in Lemma 2.4.1. Then z ∈ Dm. By

Lemma 2.4.1, NT (z) = {u} for some u ∈ Dm−1. �

Theorem 2.2.6. For any tree T ,

λ(T ) ≤ |V (T )|
Δ(T ) + 1

.

Proof of Theorem 2.2.6. Let n = |V (T )| and k = Δ(T ). The result is

trivial for n ≤ 2. We now proceed by induction on n. Thus consider n ≥ 3.

Since T is a connected graph, we clearly have k ≥ 2.

Suppose that T has a leaf z whose neighbour is not in M(T ). Then

M(T − z) = M(T ) and, by Proposition 2.3.4, λ(T − z) = λ(T ). By the

induction hypothesis, λ(T − z) ≤ n−1
k+1

< n
k+1

. Thus λ(T ) < n
k+1

.

Now suppose that each leaf of T is adjacent to a vertex inM(T ). Let x, m

and D0, D1, . . . , Dm be as in Lemma 2.4.1. Let z ∈ Dm. By Corollary 2.4.2, z

is a leaf of T . Let w be the neighbour of z. Then w ∈ M(T ). By Lemma 2.4.1,

w ∈ Dm−1.

Suppose w = x. Then m = 1 and E(T ) = {xz1, . . . , xzk} for some

distinct vertices z1, . . . , zk of T . Thus {x} is a Δ-reducing set of T , and

hence λ(T ) = 1 = n
k+1

.

Now suppose w 	= x. Together with Lemma 2.4.1, this implies that

NT (w) = {v, z1, . . . , zk−1} for some v ∈ Dm−2 and some distinct vertices
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z1, . . . , zk−1 in Dm. By Corollary 2.4.2, z1, . . . , zk−1 are leaves of T . Let T ′ =

T − v. Then each component of T ′ is a tree. Let K be the set of components

of T ′ whose maximum degree is k, and let H be the set of components of T ′

whose maximum degree is less than k. Let W = {w, z1, . . . , zk−1}. Note that

(W, {wz1, . . . , wzk−1}) is in H, and hence W ∩ ⋃
K∈K V (K) = ∅. If K = ∅,

then {v} is a Δ-reducing set of T , and hence λ(T ) = 1 ≤ n
k+1

. Suppose

K 	= ∅. For each K ∈ K, let SK be a Δ-reducing set of K of size λ(K). By

the induction hypothesis, |SK | ≤ |V (K)|
k+1

for each K ∈ K. Now {v}∪⋃
K∈K SK

is a Δ-reducing set of T . Therefore, we have

λ(T ) ≤ 1 +
∑
K∈K

|SK | ≤
|W ∪ {v}|
k + 1

+
∑
K∈K

|V (K)|
k + 1

≤ n

k + 1
,

as required. �

In order to prove our next result, we will make use of some well-known

basic results in probability theory; the following is one of these results and

is referred to as the probabilistic pigeonhole principle. This powerful general-

isation of the pigeonhole principle is also used in other probabilistic results

in subsequent chapters.

Proposition 2.4.3. If X is a random variable on a probability space (Ω, P ),

then there exist ω, ω′ ∈ Ω such that X(ω) ≤ E[X] and X(ω′) ≥ E[X].

Theorem 2.2.9. If G is a graph, n = |V (G)|, k = Δ(G) and t = |M(G)|,

then

λ(G) ≤ n ln (k + 1) + t

k + 1
.
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Proof of Theorem 2.2.9. Wemay assume that V (G) = [n]. Let p = ln(k+1)
k+1

.

We set up n independent random experiments, and in each experiment a

vertex is chosen with probability p. More formally, for each i ∈ V , let

(Ωi, Pi) be the probability space given by Ωi = {0, 1}, Pi({1}) = p and

Pi({0}) = 1 − p. Let Ω = Ω1 × · · · × Ωn, and let P : 2Ω → [0, 1] such

that P ({ω}) =
∏n

i=1 Pi({ωi}) for each ω = (ω1, . . . , ωn) ∈ Ω, and P (A) =∑
ω∈A P ({ω}) for each A ⊆ Ω. Then (Ω, P ) is a probability space.

For each ω = (ω1, . . . , ωn) ∈ Ω, let Sω be the subset of V (G) such that ω

is the characteristic vector of Sω (that is, Sω = {i ∈ [n] : ωi = 1}), let Tω be

the set of vertices in M(G) that are neither in Sω nor adjacent to a vertex

in Sω (that is, Tω = {v ∈ M(G) : v /∈ NG[Sω]}), and let Dω = Sω ∪ Tω. Then

Dω is a Δ-reducing set of G.

Let X, Y : Ω → R be the random variables given by X(ω) = |Sω| and

Y (ω) = |Tω|. For each i ∈ [n], let Xi : Ω → R be the indicator random

variable for whether vertex i is in Sω; that is, for each ω = (ω1, . . . , ωn) ∈ Ω,

Xi(ω) =

⎧⎪⎨
⎪⎩

1 if i ∈ Sω;

0 otherwise.

For each i ∈ M(G), let Yi : Ω → R be the indicator random variable for

whether vertex i is in Tω; that is, for each ω = (ω1, . . . , ωn) ∈ Ω,

Yi(ω) =

⎧⎪⎨
⎪⎩

1 if i ∈ Tω;

0 otherwise.
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We have X =
∑n

i=1 Xi and Y =
∑

i∈M(G) Yi.

For each i ∈ [n], P (Xi = 1) = Pi({1}) = p. For each i ∈ M(G),

P (Yi = 1) = P ({ω ∈ Ω: ωj = 0 for each j ∈ NG[i]})

=
∏

j∈NG[i]

Pj({0}) = (1− p)|NG[i]| = (1− p)k+1.

For any random variable Z, let E[Z] denote the expected value of Z. By

linearity of expectation,

E[X + Y ] = E[X] + E[Y ] =
n∑

i=1

E[Xi] +
∑

i∈M(G)

E[Yi]

=
n∑

i=1

P (Xi = 1) +
∑

i∈M(G)

P (Yi = 1) = np+ t(1− p)k+1.

By Proposition 2.4.3, there exists ω∗ ∈ Ω such that X(ω∗) + Y (ω∗) ≤

np+t(1−p)k+1. Since X(ω∗)+Y (ω∗) = |Sω∗ |+|Tω∗ | = |Dω∗ | and (1−p)k+1 ≤

e−p(k+1), |Dω∗ | ≤ np+ te−p(k+1) = n ln(k+1)
k+1

+ te− ln(k+1) = n ln(k+1)
k+1

+ t
k+1

. �

We now prove Theorems 2.2.5 and 2.2.7.

The next result implies that the bound in Theorem 2.2.5 is attained by

special k-star t-unions, and that the bound in Theorem 2.2.6 is attained by

k-special trees.

Lemma 2.4.4. If S1, . . . , St are vertex-disjoint k-stars and G is a graph

such that V (G) =
⋃t

i=1 V (Si),
⋃t

i=1 E(Si) ⊆ E(G), and Δ(G) = k, then

|V (G)| = (k + 1)t and λ(G) = t.

Proof. We have |V (G)| = ∑t
i=1 |V (Si)| = (k + 1)t. For each i ∈ [t], there
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exists a vertex xi of Si such that NSi
[xi] = V (Si) and E(Si) = ESi

(xi). Let

X = {x1, . . . , xt}. Since V (G) =
⋃t

i=1 V (Si) = NG[X], X is a Δ-reducing set

ofG, so λ(G) ≤ |X| = t. Now let R be aΔ-reducing set ofG of size λ(G). For

each i ∈ [t], we have k = |V (Si)\{xi}| = |NSi
(xi)| ≤ |NG(xi)| ≤ Δ(G) = k,

so NG(xi) = V (Si)\{xi}, xi ∈ M(G), and hence R ∩ NG[xi] 	= ∅. We have

|R| = |R∩V (G)| = |R∩⋃t
i=1 V (Si)| =

∑t
i=1 |R∩V (Si)| as V (S1), . . . , V (St)

are pairwise disjoint. Thus, |R| = ∑t
i=1 |R ∩NG[xi]| ≥

∑t
i=1 1 = t. We have

t ≤ λ(G) ≤ t, so λ(G) = t. �

Theorem 2.2.5. If G is a non-empty graph, n = |V (G)|, k = Δ(G), and

t = |M(G)|, then

λ(G) ≤ n+ (k − 1)t

2k
.

Moreover, equality holds if and only if one of the following holds:

(i) k = 1 and each component of G is a copy of K2,

(ii) k = 2 and each component of G is a copy of P3 or C4,

(iii) k ≥ 2 and G is a special k-star t-union.

Proof of Theorem 2.2.5. If each component of G is a copy of K2, then

λ(G) = n
2
= n+(k−1)t

2k
. If G has s1 + s2 components, s1 components of G

are copies of P3, and s2 components of G are copies of C4, then k = 2,

n = 3s1 + 4s2, t = s1 + 4s2, and clearly λ(G) = s1 + 2s2 = n+(k−1)t
2k

. If G

is a special k-star t-union, then n = (k + 1)t and λ(G) = t = n+(k−1)t
2k

by

Lemma 2.4.4.

We now prove the bound in the theorem and show that it is attained
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only in the cases above. Since G is non-empty, n ≥ 2. If n = 2, then G is a

copy of K2, so λ(G) = 1 = n+(k−1)t
2k

. We proceed by induction on n. Thus,

consider n ≥ 3. If k = 1, then G is the union of vertex-disjoint copies of

K2, so λ(G) = n
2
= n+(k−1)t

2k
. Consider k ≥ 2. Let v∗ ∈ M(G). We have

n ≥ |N [v∗]| = k + 1.

Suppose that M2(G) has a member u. If Δ(G−u) < Δ(G), then λ(G) =

1 ≤ n+(k−1)t
2k

(as n ≥ k + 1). If λ(G) = 1 = n+(k−1)t
2k

, then V (G) = N [u],

so G is a special k-star 1-union. Now suppose Δ(G − u) = Δ(G). Then,

since u ∈ M2(G), M(G−u) = M(G)\{u} and v /∈ NG−u[M(G−u)] for each

v ∈ N(u). Thus, M(G−N [u]) = M(G− u), Δ(G−N [u]) = Δ(G− u) = k,

and λ(G−N [u]) = λ(G−u) by repeated application of Proposition 2.3.4. Let

G′ = G−N [u], n′ = |V (G′)| = n− k − 1, and t′ = |M(G′)| = |M(G− u)| =

t− 1. By Proposition 2.3.5 and the induction hypothesis,

λ(G) ≤ 1 + λ(G− u) = 1 + λ(G′) ≤ 1 +
n′ + (k − 1)t′

2k
=

n+ (k − 1)t

2k
.

Suppose λ(G) = n+(k−1)t
2k

. Then λ(G′) = n′+(k−1)t′
2k

. By the induction hypoth-

esis, G′ is a special k-star (t− 1)-union or each component of G′ is a copy of

P3 or C4. Suppose that each component of G′ is a copy of P3 or C4. Then

k = 2. Let u1 and u2 be the two members of N(u). Since u ∈ M2(G), we

have d(u1) = d(u2) = 1, so N(u1) = N(u2) = {u}. Thus, G[N [u]] is a copy

of P3 and a component of G. Therefore, each component of G is a copy of P3

or C4. Now suppose that G′ is a special k-star (t−1)-union with constituents

S1, . . . , St−1. Let St be the k-star (N [u], E(u)). Then S1, . . . , St are vertex-

disjoint, V (G) = V (G′)∪N [u] =
⋃t

i=1 V (Si), and
⋃t

i=1 E(Si) ⊆ E(G). Thus,
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G is a special k-star t-union.

Now suppose M2(G) = ∅. Then M(G) = M1(G).

Suppose that G has a vertex u such that N [u] contains at least 3 vertices

in M(G). If Δ(G−u) < Δ(G), then λ(G) = 1 < n+(k−1)t
2k

as n ≥ k+1, t ≥ 3,

and k ≥ 2. Now suppose Δ(G−u) = Δ(G). Let n′ = |V (G−u)| = n−1 and

t′ = |M(G− u)| ≤ t− 3. By Proposition 2.3.5 and the induction hypothesis,

λ(G) ≤ 1 + λ(G− u) ≤ 1 +
n′ + (k − 1)t′

2k

≤ 1 +
(n− 1) + (k − 1)(t− 3)

2k
=

n+ (k − 1)t− (k − 2)

2k

≤ n+ (k − 1)t

2k
. (2.9)

Suppose λ(G) = n+(k−1)t
2k

. Then, in (2.9), equality holds throughout. Thus,

k = 2 (as n+(k− 1)t− (k− 2) = n+(k− 1)t), t′ = t− 3 (as n′+(k− 1)t′ =

(n−1)+(k−1)(t−3)), and λ(G−u) = n′+(k−1)t′
2k

. By the induction hypothesis,

G−u is a special 2-star t′-union or each component of G−u is a copy of P3 or

C4. If G−u is a special 2-star t′-union, then, by definition, the constituents of

G−u are the components of G−u (because, since k = 2 and |M(G−u)| = t′,

dG−u(z) = 1 for each leaf z of any constituent), and they are copies of P3.

Therefore, in any case, each component of G− u is a copy of P3 or C4. Let

s1 be the number of components of G − u that are copies of P3, and let s2

be the number of components of G − u that are copies of C4. Let u1 and

u2 be two distinct members of N(u). Since k = 2 and |N [u] ∩ M(G)| ≥ 3,

N [u] = {u, u1, u2} = N [u]∩M(G). Thus, d(u) = d(u1) = d(u2) = Δ(G) = 2.

For each i ∈ [2], dG−u(ui) = dG(ui)− 1 = 1, so ui is a leaf of a component Hi

38



of G−u that is a copy ({ui, u
′
i, u

′′
i }, {uiu

′
i, u

′
iu

′′
i }) of P3. Since N(u) = {u1, u2}

and M2(G) = ∅, H1 and H2 are the only components of G−u that are copies

of P3. Suppose H1 	= H2. Then G has s2 + 1 components, s2 components of

G are copies of C4, and 1 component of G is a copy of P7. Thus, n = 4s2+7,

t = 4s2 + 5, and clearly λ(G) = 2s2 + 2. We have λ(G) < 2s2 + 3 = n+(k−1)t
2k

,

a contradiction. Thus, H1 = H2, and hence each component of G is a copy

of C4.

Now suppose that

|N [v] ∩M(G)| ≤ 2 for each v ∈ V (G). (2.10)

Suppose that, for each v ∈ M(G), N(v) contains no member of M(G).

Let x ∈ M(G). Since M(G) = M1(G), there exists some w ∈ N(x)\M(G)

such that y ∈ N(w) for some y ∈ M(G)\N [x]. Since x, y ∈ N(w), N(w) ∩

M(G) = {x, y} by (2.10). If Δ(G − w) < Δ(G), then λ(G) = 1 < n+(k−1)t
2k

as n ≥ 3 and t ≥ 2. Suppose Δ(G − w) = Δ(G). Then M(G − w) =

M(G)\{x, y}. Let G′ = G − {w, x, y}. Since N(x) ∩ M(G) = ∅, N(y) ∩

M(G) = ∅, and N(w) ∩M(G) = {x, y}, we have M(G′) = M(G)\{x, y} =

M(G− w), Δ(G′) = k, and λ(G′) = λ(G− {w, x}) = λ(G− w) by Proposi-

tion 2.3.4 (as y /∈ NG−{w,x}[M(G− {w, x})] and x /∈ NG−w[M(G− w)]). Let

n′ = |V (G′)| = n− 3 and t′ = |M(G′)| = t− 2. By Proposition 2.3.5 and the

induction hypothesis,

λ(G) ≤ 1 + λ(G− w) = 1 + λ(G′) ≤ 1 +
n′ + (k − 1)t′

2k
<

n+ (k − 1)t

2k
.
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Finally, suppose that G has a vertex u in M(G) such that N(u) contains

a member w of M(G). By (2.10), N [u] ∩M(G) = {u, w} = N [w] ∩M(G).

If Δ(G − u) < Δ(G), then λ(G) = 1 < n+(k−1)t
2k

as n ≥ 3 and t ≥

2. Suppose Δ(G − u) = Δ(G). Then M(G − u) = M(G)\{u, w}. Let

G′ = G − {u, w}. Since N [u] ∩ M(G) = {u, w} = N [w] ∩ M(G), we have

M(G′) = M(G)\{u, w} = M(G − u), Δ(G′) = k, and λ(G′) = λ(G − u) by

Proposition 2.3.4 (as w /∈ NG−u[M(G − u)]). Let n′ = |V (G′)| = n − 2 and

t′ = |M(G′)| = t− 2. By Proposition 2.3.5 and the induction hypothesis,

λ(G) ≤ 1 + λ(G− u) = 1 + λ(G′) ≤ 1 +
n′ + (k − 1)t′

2k
=

n+ (k − 1)t

2k
.

Suppose λ(G) = n+(k−1)t
2k

. Then λ(G′) = n′+(k−1)t′
2k

. By the induction

hypothesis, G′ is a special k-star (t− 2)-union or each component of G′ is a

copy of P3 or C4. Thus, δ(G′) ≥ 1.

Suppose first that each component of G′ is a copy of P3 or C4. Then

Δ(G′) = 2. Since Δ(G) = Δ(G′), d(u) = d(w) = 2. Thus, N(u) = {u′, w}

for some u′ ∈ V (G)\{u, w} = V (G′). Since N [u]∩M(G) = {u, w} and k = 2,

we have d(u′) < 2, so N(u′) = {u}. We obtain dG′(u
′) = 0, which contradicts

δ(G′) ≥ 1.

Now suppose that G′ is a special k-star (t − 2)-union. Let S1, . . . , St−2

be the constituents of G′. Let X = N(u)\{w} and Y = N(w)\{u}. Then

|X| = |Y | = k − 1 and dG′(v) < k for each v ∈ X ∪ Y . For each i ∈ [t − 2],

Si has a vertex vi such that dSi
(vi) = k. Since Δ(G) = k, d(vi) = dSi

(vi) = k
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for each i ∈ [t− 2]. Note that

X ∪ Y ⊆ V (G′)\{v1, . . . , vt′} = V (G′)\M(G′) =
t−2⋃
i=1

N(vi). (2.11)

Suppose X ∩Y 	= ∅. Let x ∈ X ∩Y . We have x ∈ N(vp) for some p ∈ [t−2].

Thus, we have u, w, vp ∈ N [x] ∩ M(G), contradicting (2.10). Therefore,

X ∩ Y = ∅. Recall that we are considering k ≥ 2. Since |X| = |Y | = k − 1,

X 	= ∅ 	= Y . Let x∗ ∈ X. By (2.11), x∗ ∈ N(vp) for some p ∈ [t − 2].

Consider any y ∈ Y . By (2.11), y ∈ N(vq) for some q ∈ [t − 2]. Suppose

q 	= p. Then ({v1, . . . , vt−2}\{vp, vq}) ∪ {x∗, y} is a Δ-reducing set of G of

size t− 2. We have

t− 2 ≥ λ(G) =
n+ (k − 1)t

2k
=

|{u, w} ∪⋃t−2
i=1 V (Si)|+ (k − 1)t

2k

=
(2 + (k + 1)(t− 2)) + (k − 1)t

2k
= t− 1,

a contradiction. Thus, Y ⊆ N(vp). Let y∗ ∈ Y . Then y∗ ∈ N(vp). By an

argument similar to that for x∗, X ⊆ N(vp). Since X ∩ Y = ∅, we have

2(k − 1) = |X ∪ Y | ≤ |N(vp)| = k, so k ≤ 2. Since k ≥ 2, k = 2. Thus,

since N [u] ∩ M(G) = {u, w}, N(u) = {w, u′} for some u′ ∈ V (G)\M(G).

Since d(u′) < k = 2, N(u′) = {u}. We obtain dG′(u
′) = 0, which contradicts

δ(G′) ≥ 1. �

We now prove Theorem 2.2.7.

Theorem 2.2.7. The bound in Theorem 2.2.6 is attained if and only if T is

k-special.
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Proof of Theorem 2.2.7. By Lemma 2.4.4, λ(T ) = n
k+1

if T is k-special.

We now prove the converse. This is trivial if n ≤ 2. We proceed by induction

on n. Suppose n ≥ 3 and λ(T ) = n
k+1

. Since T is a connected graph, we

clearly have k ≥ 2.

Suppose that T has a leaf z whose neighbour is not inM(T ). ThenM(T−

z) = M(T ) and, by Proposition 2.3.4, λ(T − z) = λ(T ). By Theorem 2.2.6,

λ(T − z) ≤ n−1
k+1

< n
k+1

. Thus, we have λ(T ) < n
k+1

, a contradiction.

Therefore, each leaf of T is adjacent to a vertex in M(T ). Let x, m, and

D0, D1, . . . , Dm be as in Lemma 2.4.1. Let z ∈ V (T ) such that d(x, z) = m.

By Corollary 2.4.2, z is a leaf of T . Let w be the neighbour of z. Then

w ∈ M(T ). By Lemma 2.4.1, w ∈ Dm−1.

Suppose w = x. Thenm = 1 and E(T ) = {xz1, . . . , xzk} for some distinct

vertices z1, . . . , zk of T . Thus, T is a k-star and hence k-special.

Now suppose w 	= x. Together with Lemma 2.4.1, this implies that

N(w) = {v, z1, . . . , zk−1} for some v ∈ Dm−2 and some distinct vertices

z1, . . . , zk−1 in Dm. By Corollary 2.4.2, z1, . . . , zk−1 are leaves of T . Let T ′ =

T − v. Then each component of T ′ is a tree. Let K be the set of components

of T ′ whose maximum degree is k, and let H be the set of components of T ′

whose maximum degree is less than k. Let W = {w, z1, . . . , zk−1}. Note that

(W, {wz1, . . . , wzk−1}) ∈ H, and hence W ∩⋃
C∈K V (C) = ∅. Let S0 be the

k-star (W ∪ {v}, {wv,wz1, . . . , wzk−1}).

Suppose K = ∅. Then {v} is a Δ-reducing set of T , and hence λ(T ) = 1.

Since λ(T ) = n
k+1

, we have n = k + 1, so T = S0. Thus, T is k-special.

Now suppose K 	= ∅. Let T1, . . . , Tr be the distinct members of K. For
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each i ∈ [r], let Ri be a Δ-reducing set of Ti of size λ(Ti). By Theorem 2.2.6,

|Ri| ≤ |V (Ti)|
k+1

for each i ∈ [r]. Now {v} ∪ ⋃r
i=1 Ri is a Δ-reducing set of T .

Thus, we have

λ(T ) ≤ 1 +
r∑

i=1

|Ri| ≤
|V (S0)|
k + 1

+
r∑

i=1

|V (Ti)|
k + 1

≤ n

k + 1
.

Since λ(T ) = n
k+1

, it follows that V (T ) = V (S0) ∪
⋃r

i=1 V (Ti) and λ(Ti) =

|V (Ti)|
k+1

for each i ∈ [r]. By the induction hypothesis, for each i ∈ [r], Ti is k-

special, so there exist vertex-disjoint k-stars Si,1, . . . , Si,ti such that V (Ti) =⋃ti
j=1 V (Si,j) and

⋃ti
j=1 E(Si,j) ⊆ E(Ti). Therefore, we have V (T ) = V (S0) ∪⋃r

i=1

⋃ti
j=1 V (Si,j) and E(S0)∪

⋃r
i=1

⋃ti
j=1 E(Si,j) ⊆ E(T ). Since S0, T1, . . . , Tr

are vertex-disjoint, S0, S1,1, . . . , S1,t1 , . . . , Sr,1, . . . , Sr,tr are vertex-disjoint.

Since Δ(T ) = k, T is k-special. �
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Chapter 3

Reducing the maximum degree of

a graph by deleting edges

3.1 Introduction

In the previous chapter, we investigated the minimum number of vertices that

need to be removed from a graph so that the new graph obtained has a smaller

maximum degree. In this chapter, we investigate the minimum number of

edges that need to be removed from a graph for the same purpose. The first

problem is of domination type (see [9]), whereas the second problem is of

edge covering type (see below). In this chapter, we present our work from

our recent paper in [11].

Recall that we call a subset L of E(G) a Δ-reducing edge set of G if

Δ(G − L) < Δ(G) or Δ(G) = 0. We denote the size of a smallest Δ-

reducing edge set of G by λe(G). More formally, λe(G) = min{|L| : L ⊆

E(G), Δ(G−L) < Δ(G)}. Note that L is a Δ-reducing edge set of G if and
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only if M(G) ⊆ ⋃
e∈L∩EG(M(G)) e or Δ(G) = 0.

We provide several bounds and equations for λe(G). Our main results are

given in the next section. Before stating our results, we need to recall some

definitions and notation, and make a few observations.

Let Ge denote the subgraph of G given by (
⋃

v∈M(G) EG(v), EG(M(G)))

(= (NG[M(G)], EG(M(G)))). Recall that for L ⊆ E(G) and X ⊆ V (G), we

say that L is an edge cover of X in G if for each v ∈ X with dG(v) > 0, v is

incident to at least one edge in L. Note that L is a Δ-reducing edge set of

G if and only if L is an edge cover of M(G) in G. Thus,

λe(G) = min{|L| : L is an edge cover of M(G) in G}.

Consequently, we immediately obtain

λe(G) = λe(Ge). (3.1)

Definitions and notation from Chapter 1 will be used.

We are now ready to state our main results, given in the next section. In

Section 3.3, we investigate λe(G) from a structural point of view; we obtain

equations for λe(G) in terms of certain parameters of certain subgraphs of

G, and observe how λe(G) changes with the deletion of edges. Some of

the structural results are then used in the proofs of the main upper bounds

presented in the next section; these proofs are given in Section 3.4.
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3.2 Main results

In this section, we present our main results, most of which are bounds for

λe(G) in terms of basic paramaters of G. We start with a lower bound.

Proposition 3.2.1. If G is a graph, n = |V (G)|, m = |E(G)|, k = Δ(G) ≥

1, and t = |M(G)|, then

λe(G) ≥ max

{⌈
2m− (k − 1)n

2

⌉
,

⌈
t

2

⌉}
.

Moreover, equality holds if G is complete.

Proof. Let L be a Δ-reducing edge set of G of size λe(G). Since Δ(G−L) ≤

k−1, the handshaking lemma (applied to G−L) gives us |E(G−L)| ≤ (k−1)n
2

.

Since m = |E(G− L)|+ |L| ≤ (k−1)n
2

+ λe(G), λe(G) ≥
⌈
2m−(k−1)n

2

⌉
.

Since L is a Δ-reducing edge set of G, each vertex in M(G) is contained

in some edge in L. Thus, M(G) ⊆ ⋃
e∈L e. Therefore, t ≤

∑
e∈L |e| = 2|L|,

and hence λe(G) ≥
⌈
t
2

⌉
.

Suppose that G is a complete graph. Then t = n, k = n − 1, and

m = n(n−1)
2

. Let v1, . . . , vn be the vertices of G. Let X = {v2i−1v2i : i ∈

N, i ≤ n
2
}. If n is even, then X is a Δ-reducing edge set of G of size

n
2
=

⌈
t
2

⌉
=

⌈
2m−(k−1)n

2

⌉
. If n is odd, then X ∪ {vnv1} is a Δ-reducing edge

set of G of size n+1
2

=
⌈
t
2

⌉
=

⌈
2m−(k−1)n

2

⌉
. �

In the rest of this section, we present upper bounds for λe(G), the proofs

of which are given in Section 3.4. For this purpose, we shall first introduce a

class of graphs that attain each of these upper bounds.
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For k ≥ 1, we will call a graph G a special k-star union if Δ(G) = k and

each non-singleton component of G is a union of k-stars that are pairwise

edge-disjoint and k-wise vertex-disjoint.

S1 S2

S3 S4 S5

S6 S7
S8

S9

Figure 4: An illustration of special k-star union.

In Section 3.4, we prove the following.

Lemma 3.2.2. If G is a special k-star union, m = |E(G)|, and t = |M(G)|,

then m = kt and λe(G) = t.

Theorem 3.2.3. If G is a graph, m = |E(G)|, k = Δ(G) ≥ 1, and t =

|M(G)|, then

λe(G) ≤ m+ (k − 1)t

2k − 1
.

Moreover, equality holds if and only if G is a special k-star union or each

non-singleton component of G is a 2-star or a triangle.

Remark 3.2.4. By (3.1), we may take m = |E(Ge)| in each of the results

above, and n = |V (Ge)| in Proposition 3.2.1. Note that Δ(G) = Δ(Ge) and

M(G) = M(Ge). Thus, we actually have the following immediate conse-

quence.
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Corollary 3.2.5. If G is a graph, n = |V (Ge)|, m = |E(Ge)|, k = Δ(G) ≥ 1,

and t = |M(G)|, then

max

{⌈
2m− (k − 1)n

2

⌉
,

⌈
t

2

⌉}
≤ λe(G) ≤ m+ (k − 1)t

2k − 1
.

Moreover, the bounds are sharp.

Consider the numbers m, k, and t in Corollary 3.2.5. By the defini-

tion of Ge, m ≤ kt. Let H = Ge. By the handshaking lemma, 2m =∑
v∈V (H) dH(v) ≥

∑
v∈M(G) dH(v) = kt (and equality holds if and only if Ge

is regular). Thus,
kt

2
≤ m ≤ kt. (3.2)

Using a probabilistic argument similar to that used by Alon in [4], we

prove the following bound.

Theorem 3.2.6. If G is a graph, m = |E(Ge)|, k = Δ(G) ≥ 2, and t =

|M(G)|, then

λe(G) ≤ m

(
1− k − 1

k

(m
kt

) 1
k−1

)
.

Moreover, equality holds if Ge is a special k-star union.

As we also show in Section 3.4, a slight adjustment of the proof of Theo-

rem 3.2.6 yields the following weaker but simpler (and still sharp) result.

Theorem 3.2.7. If G is a graph, m = |E(Ge)|, k = Δ(G) ≥ 1, and t =

|M(G)|, then

λe(G) ≤ m

k

(
1 + ln

(kt
m

))
.

Moreover, equality holds if Ge is a special k-star union.
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A set of pairwise disjoint edges of G is called a matching of G. The

matching number of G is the size of a largest matching of G and is denoted

by α′(G). In the next section, we prove the following result.

Theorem 3.2.8. For every non-empty graph G,

λe(G) = |M(G)| − α′(G[M(G)]).

If G is a regular non-empty graph, then M(G) = V (G), and hence, by

Theorem 3.2.8, λe(G) = |V (G)|−α′(G). Thus, for a regular graph G, a lower

bound for α′(G) yields an upper bound for λe(G), and vice-versa. For k ≥ 3,

Henning and Yeo [35] established a lower bound for α′(G) for all k-regular

graphs G, and showed that the bound is attained for infinitely many k-regular

graphs. Biedl et al. [8] had proved the bound for k = 3 and several other

interesting lower bounds for α′(G). Another important lower bound for k-

regular graphs with k ≥ 4 is given by O and West [46]. The 2-regular graphs

are the cycles. It is easy to see that {n, 1}∪{{2i, 2i+1} : 1 ≤ i ≤ 
n/2�−1}

is a smallest Δ-reducing edge set of Cn, so

λe(Cn) =
⌈n
2

⌉
. (3.3)

For k ≥ 1, we will call a tree T an edge-disjoint k-star union if T is a

union of pairwise edge-disjoint k-stars.
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S1 S2

S3

S4

S5

S6 S7

S8 S9

S10

Figure 5: An illustration of an edge-disjoint k-star union.

In Section 3.4, we prove the following sharp bound for trees.

Theorem 3.2.9. If T is a tree, n = |V (T )|, m = |E(T )|, and k = Δ(T ) ≥ 1,

then

λe(T ) ≤
n− 1

k
=

m

k
.

Moreover, equality holds if and only if T is an edge-disjoint k-star union.

The trees of maximum degree at most 2 are the paths. It is easy to see

that {{2i, 2i+ 1} : 1 ≤ i ≤ 
(n− 2)/2�} is a smallest Δ-reducing edge set of

Pn, so

λe(Pn) =

⌈
n− 2

2

⌉
. (3.4)

Theorem 3.2.9 yields the following generalization.

Theorem 3.2.10. If F is a forest, m = |E(F )|, and k = Δ(F ) ≥ 1, then

λe(F ) ≤ m

k
.

Moreover, equality holds if and only if each non-singleton component of F is

an edge-disjoint k-star union.
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Proof. Let C be the set of components of F . Let D = {C ∈ C : Δ(C) = k}.

Since Δ(F ) = k, D 	= ∅. For each D ∈ D, D is a tree, so λe(D) ≤ |E(D)|
k

by Theorem 3.2.9. By Proposition 3.3.7 (given in the next section), λe(F ) =∑
D∈D λe(D) ≤ ∑

D∈D
|E(D)|

k
≤ m

k
. If each non-singleton component of F is an

edge-disjoint k-star union, then, by Theorem 3.2.9, λe(F ) =
∑

D∈D
|E(D)|

k
=

m
k
. Now suppose λe(F ) = m

k
. Then, by the above, m =

∑
D∈D |E(D)| and

λe(D) = |E(D)|
k

for each D ∈ D. Thus, each non-singleton component of F

is a member ofD, and, by Theorem 3.2.9, it is an edge-disjoint k-star union. �

By the observations in Remark 3.2.4, we may take m = |E(Ge)| in The-

orem 3.2.10. Thus, for the case where G is a forest, Theorem 3.2.10 im-

proves each of the upper bounds in Corollary 3.2.5, Theorem 3.2.6, and Theo-

rem 3.2.7. Indeed, sincem ≤ kt (by (3.2)), we have m+(k−1)t
2k−1

≥ m+(k−1)(m/k)
2k−1

=

m
k
, m

(
1− k−1

k

(
m
kt

) 1
k−1

)
≥ m

(
1− k−1

k

)
= m

k
, and m

k

(
1 + ln

(
kt
m

))
≥ m

k
.

3.3 Structural results

In this section, we take a close look at how λe(G) is determined by the

structure of G and at how it is affected by removing edges from G. Some of

the following observations are used in the proofs given in the next section.

Let M1(G) denote {v ∈ M(G) : vw ∈ E(G) for some w ∈ M(G)\{v}}.

Let M2(G) denote M(G)\M1(G). Thus, M2(G) = {v ∈ M(G) : dG(v, w) ≥

2 for each w ∈ M(G)\{v}}.

Recall the definition of an edge cover, given in Section 3.1. An edge cover

of V (G) in G is called an edge cover of G. The edge covering number of G
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is the size of a smallest edge cover of G and is denoted by β′(G). Clearly,

λe(G) = β′(G) if G is regular. In general, we have the following.

Theorem 3.3.1. For every non-empty graph G,

λe(G) = |M2(G)|+ β′(G[M1(G)]).

Proof. We start with a few observations. Let k = Δ(G). Since G is non-

empty, k ≥ 1. For each v ∈ M(G), G has exactly k edges incident to v. By

definition of M2(G),

for any v ∈ M2(G) and any e ∈ EG(v), e /∈ EG(w) for each w ∈ M(G)\{v}.

(3.5)

For any v ∈ M1(G), vw ∈ E(G) for some w ∈ M(G)\{v}, and therefore

w ∈ M1(G) and vw ∈ G[M1(G)]. In other words,

for any v ∈ M1(G), G[M1(G)] has at least one edge incident to v. (3.6)

Thus, G[M1(G)] has an edge cover.

Let K be an edge cover of G[M1(G)] of size β′(G[M1(G)]). For each

v ∈ M2(G), let ev ∈ EG(v). Let K ′ = {ev : v ∈ M2(G)} ∪ K. Then K ′

is a Δ-reducing edge set of G. By (3.5), |K ′| = |M2(G)| + |K|. Thus,

λe(G) ≤ |M2(G)|+ β′(G[M1(G)]).

Now let L be aΔ-reducing edge set ofG of size λe(G). For each v ∈ M(G),

there exists some ev ∈ EG(v) such that ev ∈ L. Let L1 = {ev : v ∈ M1(G)}

and L2 = {ev : v ∈ M2(G)}. Then L1 ∪ L2 is a Δ-reducing edge set of
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G. Thus, since L1 ∪ L2 ⊆ L and |L| = λe(G), L = L1 ∪ L2. By (3.5),

|L1 ∪ L2| = |L1| + |M2(G)|. Let X = {v ∈ M1(G) : ev /∈ E(G[M1(G)])}.

By (3.6), for each v ∈ M1(G), there exists some e′v ∈ EG(v) such that

e′v ∈ E(G[M1(G)]). Let L′
1 = (L1\{ev : v ∈ X}) ∪ {e′v : v ∈ X}. For each

v ∈ X, ev ∩ M1(G) = {v}. Thus, L′
1 is an edge cover of G[M1(G)], and

|L′
1| ≤ |L1|. We have λe(G) = |L| = |M2(G)| + |L1| ≥ |M2(G)| + |L′

1| ≥

|M2(G)|+ β′(G[M1(G)]). Since λe(G) ≤ |M2(G)|+ β′(G[M1(G)]), the result

follows. �

We now prove Theorem 3.2.8. Using a well-known result of Gallai [26],

we then show that Theorems 3.2.8 and 3.3.1 are equivalent, meaning that

they imply each other.

Theorem 3.2.8. For every non-empty graph G,

λe(G) = |M(G)| − α′(G[M(G)]).

Proof of Theorem 3.2.8. Let H = G[M(G)]. Let K be a matching of H of

size α′(H). Let X be the union of the vertices which are incident to the edges

in K. That is, X =
⋃

e∈K e. Then X ⊆ M(G) and |X| = 2|K|. For each

v ∈ M(G)\X, let ev ∈ EG(v). Let K ′ = {ev : v ∈ M(G)\X}. Then K∪K ′ is

a Δ-reducing edge set of G. Thus, λe(G) ≤ |K|+ |K ′| ≤ |K|+ |M(G)\X| =

|K|+ |M(G)| − |X| = |M(G)| − |K| = |M(G)| − α′(H).

Now let L be a Δ-reducing edge set of G of size λe(G). Then, for each
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v ∈ M(G), there exists some e′v ∈ EG(v) such that e′v ∈ L. Let J be a largest

subset of L that is a matching of H. Let Y =
⋃

e∈J e. Then Y ⊆ M(G) and

|Y | = 2|J |. Let Y ′ = M(G)\Y . Let J ′ = {e′v : v ∈ Y ′}. If we assume that

e′u = e′v for some u, v ∈ Y ′ with u 	= v, then we obtain that e′u = e′v = uv

and that J ∪ {uv} is a matching of H of size |J | + 1, which contradicts the

choice of J . Thus, |J ′| = |Y ′|. Now J ∪ J ′ ⊆ L and J ∩ J ′ = ∅. We have

λe(G) = |L| ≥ |J ∪ J ′| = |J | + |J ′| = |J | + |Y ′| = |J | + |M(G)| − |Y | =

|M(G)| − |J | ≥ |M(G)| − α′(H). Since λe(G) ≤ |M(G)| − α′(H), the result

follows. �

Proposition 3.3.2. Theorems 3.2.8 and 3.3.1 are equivalent.

Proof. By (3.6), δ(G[M1(G)]) ≥ 1. A result of Gallai [26] tells us that

α′(H) + β′(H) = |V (H)| for every graph H with δ(H) ≥ 1. Therefore,

α′(G[M1(G)]) + β′(G[M1(G)]) = |V (G[M1(G)])| = |M1(G)|. If v, w ∈ M(G)

such that vw ∈ E(G), then vw ∈ M1(G). Thus, E(G[M(G)]) = E(G[M1(G)]),

and hence α′(G[M1(G)]) = α′(G[M(G)]). Thus, since |M(G)| = |M1(G)| +

|M2(G)|, Theorem 3.2.8 implies Theorem 3.3.1, and vice-versa. �

From Theorem 3.3.1 we immediately obtain the next two results.

Proposition 3.3.3. If G is a non-empty graph, then λe(G) ≤ |M(G)|, and

equality holds if and only if M2(G) = M(G).

Proof. For each v ∈ M(G), let ev ∈ EG(v). Since {ev : v ∈ M(G)} is

a Δ-reducing edge set of G, λe(G) ≤ |{ev : v ∈ M(G)}| ≤ |M(G)|. By

Theorem 3.3.1, λe(G) = |M(G)| if M2(G) = M(G). Suppose M2(G) 	=

M(G). Then M1(G) 	= ∅. Let x ∈ M1(G). By (3.6), xy ∈ E(G[M1(G)]) for
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some y ∈ M1(G)\{x}. Also by (3.6), for each v ∈ M1(G)\{x, y}, there exists

some e′v ∈ EG(v) such that e′v ∈ E(G[M1(G)]). Let L = {xy} ∪ {e′v : v ∈

M1(G)\{x, y}}. Since L is an edge cover of G[M1(G)], β′(G[M1(G)]) ≤ |L| ≤

|M1(G)| − 1. Thus, by Theorem 3.3.1, λe(G) ≤ |M2(G)| + |M1(G)| − 1 <

M(G). �

Proposition 3.3.4. If G is a graph with M2(G) 	= M(G), then Δ(G −

M2(G)) = Δ(G) and λe(G) = |M2(G)|+ λe(G−M2(G)).

Proof. Let H = G−M2(G). Since M2(G) 	= M(G), M1(G) 	= ∅. By (3.5),

EG(M1(G)) ⊆ E(H). Together with M(G) = M1(G) ∪M2(G), this gives us

M(H) = M1(G). Let K be an edge cover of G[M1(G)] of size β′(G[M1(G)])

(K exists by (3.6)). Then K is a Δ-reducing edge set of H, and hence

λe(H) ≤ β′(G[M1(G)]). By Theorem 3.3.1, λe(G) ≥ |M2(G)| + λe(H). Now

let L1 be a Δ-reducing edge set of H of size λe(H), and let L2 be as in the

proof of Theorem 3.3.1. Then L1 ∪ L2 is a Δ-reducing edge set of G. Thus,

λe(G) ≤ |L1|+ |L2| = λe(H) + |M2(G)|. The result follows. �

In the rest of the section, we take a look at how λe(H) relates to λe(G)

for a subgraph H of G, or rather, how λe(G) is affected by removing edges

from G.

Lemma 3.3.5. If G is a graph, H is a subgraph of G with Δ(H) = Δ(G),

and L is a Δ-reducing edge set of G, then L∩E(H) is a Δ-reducing edge set

of H.

Proof. Let J = L ∩ E(H). It is sufficient to show that for each v ∈ M(H),

e ∈ EH(v) for some e ∈ J . Let v ∈ M(H). Since Δ(H) = Δ(G), v ∈ M(G)
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and EH(v) = EG(v). Since v ∈ M(G), e ∈ EG(v) for some e ∈ L. Since

EG(v) = EH(v), e ∈ E(H). Therefore, e ∈ J . �

We point out that |L| = λe(G) does not guarantee that |L ∩ E(H)| =

λe(H). Indeed, let k ≥ 2, let G1 and G2 be copies of K1,k with V (G1) ∩

V (G2) = ∅, and let G be the union of G1 and G2. Let e1 ∈ E(G1) and e2 ∈

E(G2). Let e ∈ E(G2)\{e2}. Let H = (V (G), E(G)\{e}). Let L = {e1, e2}.

Then L is a Δ-reducing edge set of G of size λe(G), L∩E(H) = {e1, e2} = L,

but {e1} is a Δ-reducing edge set of H of size λe(H). Thus, L∩E(H) is not

a smallest Δ-reducing edge set of H.

Corollary 3.3.6. If H is a subgraph of G such that Δ(H) = Δ(G), then

λe(H) ≤ λe(G).

Proof. Let L be a Δ-reducing edge set of G of size λe(G). Let J = L∩E(H).

By Lemma 3.3.5, J is a Δ-reducing edge set of H. Therefore, λe(H) ≤ |J | ≤

|L| = λe(G). �

Proposition 3.3.7. If G is a graph and G1, . . . , Gr are the distinct compo-

nents of G whose maximum degree is Δ(G), then λe(G) =
∑r

i=1 λe(Gi).

Proof. Let L be a Δ-reducing edge set of G of size λe(G). For each i ∈ [r],

let Li = L ∩ E(Gi). Then L1, . . . , Lr partition L, so |L| = ∑r
i=1 |Li|. By

Lemma 3.3.5, for each i ∈ [r], Li is a Δ-reducing edge set of Gi, so λe(Gi) ≤

|Li|. Suppose λe(Gj) < |Lj| for some j ∈ [r]. Let L′
j be a Δ-reducing edge

set of Gj of size λe(Gj). Then L′
j ∪

⋃
i∈[r]\{j} Li is a Δ-reducing edge set of G

that is smaller than L, a contradiction. Thus, λe(Gi) = |Li| for each i ∈ [r].

We have λe(G) = |L| = ∑r
i=1 |Li| =

∑r
i=1 λe(Gi). �
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Proposition 3.3.8. If G is a graph, u, v ∈ V (G)\M(G), and uv ∈ E(G),

then λe(G− uv) = λe(G).

Proof. Let e = uv. Since u, v /∈ M(G), Δ(G − e) = Δ(G). By Corol-

lary 3.3.6, λe(G−e) ≤ λe(G). Let L be a Δ-reducing edge set of G−e of size

λe(G− e). Since u, v /∈ M(G), M(G− e) = M(G). Thus, L is a Δ-reducing

edge set of G, and hence λe(G) ≤ λe(G − e). Since λe(G − e) ≤ λe(G), the

result follows. �

Proposition 3.3.9. If G is a graph and e ∈ E(G), then λe(G) ≤ 1+λe(G−

e).

Proof. If Δ(G − e) < Δ(G), then λe(G) = 1. Suppose Δ(G − e) = Δ(G).

Then M(G − e) ⊆ M(G) ∪ e. Let L be a Δ-reducing edge set of G − e

of size λe(G − e). Then L ∪ {e} is a Δ-reducing edge set of G. Thus,

λe(G) ≤ |L ∪ {e}| = 1 + λe(G− e). �

Corollary 3.3.10. If e1, . . . , et are edges of a graph G, then λe(G) ≤ t +

λe(G− {e1, . . . , et}).

Proof. The result follows by repeated application of Proposition 3.3.9. �

3.4 Proofs of the main upper bounds

We now prove Lemma 3.2.2 and Theorems 3.2.3, 3.2.6, 3.2.7, and 3.2.9.

Lemma 3.2.2. If G is a special k-star union, m = |E(G)|, and t = |M(G)|,

then m = kt and λe(G) = t.
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Proof of Lemma 3.2.2. Since G is a special k-star union, Δ(G) = k and

E(G) = E(G1) ∪ · · · ∪ E(Gr) for some k-stars G1, . . . , Gr that are pairwise

edge-disjoint and k-wise vertex-disjoint. Thus, m = kr, and for i ∈ [r], there

exist ui, vi,1, . . . , vi,k ∈ V (G) such that Gi = ({ui, vi,1, . . . , vi,k}, {uivi,1, . . . ,

uivi,k}). For i ∈ [r], |EGi
(ui)| = k = Δ(G), so we have EG(ui) = EGi

(ui) =

E(Gi). Thus, since E(G1), . . . , E(Gr) are pairwise disjoint, u1, . . . , ur are

distinct. Consider any w ∈ V (G)\{u1, . . . , ur}. For each i ∈ [r] such that

w ∈ V (Gi), EG(w)∩E(Gi) = {uiw}. Thus, dG(w) = |{i ∈ [r] : w ∈ V (Gi)}|,

and hence, since G1, . . . , Gr are k-wise vertex-disjoint, dG(w) < k. Thus,

M(G) = {u1, . . . , ur}, and hence t = r. Since m = kr, m = kt.

Now let L be a Δ-reducing edge set of G of size λe(G). For i ∈ [r], there

exists some ei ∈ EG(ui) such that ei ∈ L. Let L′ = {e1, . . . , er}. For i, j ∈ [r]

with i 	= j, EG(ui)∩EG(uj) = E(Gi)∩E(Gj) = ∅, so ei 	= ej. Thus, |L′| = r.

Now L′ is a Δ-reducing edge set of G and L′ ⊆ L, so λe(G) ≤ |L′| ≤ |L|.

Since λe(G) = |L|, we obtain L′ = L, so λe(G) = r. Since t = r, the result is

proved. �

Theorem 3.2.3. If G is a graph, m = |E(G)|, k = Δ(G) ≥ 1, and t =

|M(G)|, then

λe(G) ≤ m+ (k − 1)t

2k − 1
.

Moreover, equality holds if and only if G is a special k-star union or each

non-singleton component of G is a 2-star or a triangle.

Proof of Theorem 3.2.3. IfG is a special k-star union, then, by Lemma 3.2.2,
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we have m = kt and λe(G) = t = m+(k−1)t
2k−1

. If G has exactly c1+ c2+ c3 com-

ponents, c1 components of G are singletons, c2 components of G are 2-stars,

and c3 components of G are triangles, then m = 2c2+3c3, k = 2, t = c2+3c3,

and, by Proposition 3.3.7, λe(G) = c2λe(P2)+c3λe(C3) = c2+2c3 =
m+(k−1)t

2k−1
.

We now prove the bound in the theorem and show that it is attained only

in the cases above. If m = 1, then k = 1, and the result follows immediately.

We now proceed by induction on m. Thus, suppose m ≥ 2. If k = 1,

then the edges of G are pairwise disjoint, G is a special 1-star union, and

λe(G) = m = m+(k−1)t
2k−1

. Suppose k ≥ 2.

Suppose M2(G) = M(G). Let v1, . . . , vt be the vertices in M2(G). By

(3.5), EG(v1), . . . , EG(vt) are pairwise disjoint, therefore |EG(M2(G))| =∑t
i=1 |EG(vi)| =

∑t
i=1 k = kt. Thus, m ≥ kt, and equality holds only if

E(G) =
⋃t

i=1 EG(vi). By Proposition 3.3.3, λe(G) = t = kt+(k−1)t
2k−1

≤ m+(k−1)t
2k−1

.

Suppose λe(G) = m+(k−1)t
2k−1

. Then m = kt, and hence E(G) =
⋃t

i=1 EG(vi).

For i ∈ [t], let Gi be the k-star (NG[vi], EG(vi)). Then G1, . . . , Gt are pairwise

edge-disjoint. For i ∈ [t], we have dGi
(vi) = Δ(G), so vi /∈ V (Gj) for j ∈

[t]\{i}. Consider any w ∈ ⋃t
i=1 V (Gi)\{v1, . . . , vt}. Then w /∈ M(G), and

hence dG(w) < k. For i ∈ [t] such that w ∈ V (Gi), EG(w) ∩ E(Gi) = {viw}.

Thus, |{i ∈ [t] : w ∈ V (Gi)}| = dG(w) < k. We have therefore shown

that G1, . . . , Gt are k-wise vertex-disjoint. Since E(G) =
⋃t

i=1 EG(vi) =⋃t
i=1 E(Gi), G is a special k-star union.

Now suppose M2(G) 	= M(G). Then xy ∈ E(G) for some x, y ∈ M(G).

Let H = G − xy. We have m ≥ |EG(x) ∪ EG(y)| = |EG(x)| + |EG(y)| −

|EG(x) ∩ EG(y)| = 2k − |{xy}| = 2k − 1. If Δ(H) < k, then M(G) = {x, y}

and λe(G) = 1 < m+(k−1)t
2k−1

.
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Suppose Δ(H) = k. Then M(H) = M(G)\{x, y}. By the induction

hypothesis, λe(H) ≤ (m−1)+(k−1)(t−2)
2k−1

. By Proposition 3.3.9,

λe(G) ≤ 1 + λe(H) ≤ 1 +
(m− 1) + (k − 1)(t− 2)

2k − 1
=

m+ (k − 1)t

2k − 1
.

Suppose λe(G) = m+(k−1)t
2k−1

. Then λe(G) = 1 + λe(H) and λe(H) =

(m−1)+(k−1)(t−2)
2k−1

. By the induction hypothesis, H is a special k-star union

or each non-singleton component of H is a 2-star or a triangle.

Suppose that H is a special k-star union. We have |M(H)| = t− 2. Let

u1, . . . , ut−2 be the distinct vertices in M(H). By the proof of Lemma 3.2.2,

EH(u1), . . . , EH(ut−2) partition E(H), and λe(H) = |M(H)|. Since dH(x) =

|EG(x)\{xy}| = k − 1 > 0, upx ∈ E(H) for some p ∈ [t − 2]. Similarly,

uqy ∈ E(H) for some q ∈ [t− 2]. For each i ∈ [t− 2]\{p, q}, let ei ∈ EH(ui).

Since M(G) = {u1, . . . , ut−2} ∪ {x, y}, {ei : i ∈ [t− 2]\{p, q}} ∪ {upx, uqy} is

a Δ-reducing edge set of G. Together with t − 2 = |M(H)| = λe(H), this

gives us λe(G) ≤ λe(H), which contradicts λe(G) = 1 + λe(H).

Therefore, each non-singleton component of H is a 2-star or a trian-

gle. Thus, k = 2. For v ∈ {x, y}, let Hv be the component of H such

that v ∈ V (Hv). Since 2 = k = dG(x) = |EHx(x) ∪ {xy}| = dHx(x) + 1,

we have dHx(x) = 1, so Hx is a 2-star and x is a leaf of Hx. Suppose

Hx 	= Hy. Then there are 6 distinct vertices a1, . . . , a6 of H such that

Hx = ({a1, a2, a3}, {a1a2, a2a3}), Hy = ({a4, a5, a6}, {a4a5, a5a6}), a3 = x,

and a4 = y. Let L be a smallest Δ-reducing edge set of H. Since Hx and

Hy are components of H, we have M(H) ∩ (V (Hx) ∪ V (Hy)) = {a2, a5} and

L ∩ E(Hx) 	= ∅ 	= L ∩ E(Hy). Let ex ∈ L ∩ E(Hx) and ey ∈ L ∩ E(Hy). Let
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L′ = (L\{ex, ey})∪{a2a3, a4a5}. Then L′ is aΔ-reducing edge set of G. Thus,

we have λe(G) ≤ |L′| = |L| = λe(H), which contradicts λe(G) = 1 + λe(H).

Therefore, Hx = Hy. Let Gx = (V (Hx), E(Hx)∪{xy}). Then Gx is a compo-

nent of G. Since x and y are the two leaves of the 2-star Hx, Gx is a triangle.

Consequently, each non-singleton component of G is a 2-star or a triangle. �

Theorem 3.2.6. If G is a graph, m = |E(Ge)|, k = Δ(G) ≥ 2, and

t = |M(G)|, then

λe(G) ≤ m

(
1− k − 1

k

(m
kt

) 1
k−1

)
.

Moreover, equality holds if Ge is a special k-star union.

Proof of Theorem 3.2.6. We may assume that EG(M(G)) = [m]. By

(3.2), m ≤ kt. Let p = 1 −
(
m
kt

) 1
k−1 . We set up m independent random

experiments, and in each experiment an edge is chosen with probability p.

More formally, for i ∈ [m], let (Ωi, Pi) be given by Ωi = {0, 1}, Pi({1}) = p,

and Pi({0}) = 1 − p. Let Ω = Ω1 × · · · × Ωm and let P : 2Ω → [0, 1] (where

[0, 1] denotes {x ∈ R : 0 ≤ x ≤ 1}) such that P ({ω}) =
∏m

i=1 Pi({ωi}) for

each ω = (ω1, . . . , ωm) ∈ Ω, and P (A) =
∑

ω∈A P ({ω}) for each A ⊆ Ω.

Then (Ω, P ) is a probability space.

For each ω = (ω1, . . . , ωm) ∈ Ω, let Sω = {i ∈ [m] : ωi = 1} and Tω =

{v ∈ M(G) : no edge incident to v is a member of Sω}.

LetX : Ω → R be the random variable given byX(ω) = |Sω|. For i ∈ [m],
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let Xi : Ω → R such that, for ω = (ω1, . . . , ωm) ∈ Ω,

Xi(ω) =

⎧⎪⎨
⎪⎩

1 if i ∈ Sω;

0 otherwise.

Then X =
∑m

i=1 Xi. For i ∈ [m], P (Xi = 1) = Pi({1}) = p.

Let Y : Ω → R be the random variable given by Y (ω) = |Tω|. For v ∈

M(G), let Yv : Ω → R such that, for ω = (ω1, . . . , ωm) ∈ Ω,

Yv(ω) =

⎧⎪⎨
⎪⎩

1 if v ∈ Tω;

0 otherwise.

Then Y =
∑

v∈M(G) Yv. For v ∈ M(G), P (Yv = 1) = (1− p)k.

For any random variable Z, let E[Z] denote the expected value of Z. By

linearity of expectation,

E[X + Y ] = E[X] + E[Y ] =
m∑
i=1

E[Xi] +
∑

v∈M(G)

E[Yv]

=
m∑
i=1

P (Xi = 1) +
∑

v∈M(G)

P (Yv = 1) = mp+ t(1− p)k.

Thus, by Proposition 2.4.3, there exists some ω∗ ∈ Ω such that X(ω∗) +

Y (ω∗) ≤ mp+t(1−p)k. For v ∈ Tω∗ , let ev ∈ EG(v). Let Lω∗ = Sω∗∪{ev : v ∈

Tω∗}. Then Lω∗ is a Δ-reducing edge set of G. Thus, λe(G) ≤ |Lω∗ | ≤

|Sω∗ | + |Tω∗ | = X(ω∗) + Y (ω∗) ≤ mp + t(1 − p)k = m
(
1− k−1

k

(
m
kt

) 1
k−1

)
. If

Ge is a special k-star union, then, by Lemma 3.2.2, we have m = kt and

λe(G) = t, and hence λe(G) = m
(
1− k−1

k

(
m
kt

) 1
k−1

)
. �
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Remark 3.4.1. Note that the minimum value of the function f : [0, 1] → R

given by f(p) = mp + t(1 − p)k occurs at p = 1 −
(
m
kt

) 1
k−1 , hence the choice

of p in the proof above.

Theorem 3.2.7. If G is a graph, m = |E(Ge)|, k = Δ(G) ≥ 1, and

t = |M(G)|, then

λe(G) ≤ m

k

(
1 + ln

(kt
m

))
.

Moreover, equality holds if Ge is a special k-star union.

Proof of Theorem 3.2.7. Let p∗ = 1 −
(
m
kt

) 1
k−1 and q = 1

k
ln

(
kt
m

)
. By

(3.2), kt/2 ≤ m ≤ kt. Thus, 0 ≤ q ≤ 1
k
ln 2 < 1. Let f be as in Re-

mark 3.4.1. Thus, f(p∗) ≤ f(q). By the proof of Theorem 3.2.6, λe(G) ≤

f(p∗) ≤ f(q) = mq + t(1 − q)k. Since 1 − q ≤ e−q, we obtain λe(G) ≤

mq+ te−qk = m
k
ln

(
kt
m

)
+ te− ln ( kt

m ) = m
k

(
1 + ln

(
kt
m

))
. If Ge is a special k-star

union, then, by Lemma 3.2.2, we have m = kt and λe(G) = t, and hence

λe(G) = m
k

(
1 + ln

(
kt
m

))
. �

We now prove Theorem 3.2.9. Recall that if a vertex v of a graph G has

only one neighbour in G, then v is called a leaf of G.

Theorem 3.2.9. If T is a tree, n = |V (T )|, m = |E(T )|, and k = Δ(T ) ≥ 1,

then

λe(T ) ≤
n− 1

k
=

m

k
.
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Moreover, equality holds if and only if T is an edge-disjoint k-star union.

Proof of Theorem 3.2.9. The result is trivial for n ≤ 2. We now proceed

by induction on n. Thus, consider n ≥ 3. Since T is connected, k ≥ 2.

Suppose that T has a leaf z whose neighbour is not in M(T ). Let w

be the neighbour of z in T . Let T ′ = T − z. By (3.1), λe(T ) = λe(T
′)

as Te = T ′
e. By the induction hypothesis, λe(T

′) ≤ n−2
k

< n−1
k
. Thus,

λe(T ) <
n−1
k
. Suppose T is an edge-disjoint k-star union. Then T contains

a k-star S such that z ∈ V (S). Since NS(z) ⊆ NT (z) = {w}, z is a leaf of

S and S = ({w, z′1, . . . , z′k}, {wz′1, . . . , wz′k}), where z′1 = z and z′2, . . . , z
′
k are

distinct elements of V (T )\{w, z}. Thus, we have dT (w) = k, contradicting

w /∈ M(T ). Therefore, T is not an edge-disjoint k-star union.

Now suppose that each leaf of T has its neighbour in M(T ). Let x, m,

and D0, . . . , Dm be as in Lemma 2.4.1. Let z ∈ V (T ) such that dT (x, z) = m.

By Corollary 2.4.2, z is a leaf of T . Let w be the neighbour of z in T . By

Lemma 2.4.1, w ∈ Dm−1.

Suppose w = x. Then m = 1 and T = ({x, z1, . . . , zk}, {xz1, . . . , xzk})

for some distinct vertices z1, . . . , zk in Dm. Thus, T is a k-star. Since xz1 is

a Δ-reducing edge set of T , λe(T ) = 1 = n−1
k
.

Now suppose w 	= x. Together with Lemma 2.4.1, this implies that

NT (w) = {v, z1, . . . , zk−1} for some v ∈ Dm−2 and some distinct vertices

z1, . . . , zk−1 in Dm. By Corollary 2.4.2, z1, . . . , zk−1 are leaves of T . Let

e = wv. Let

T1 = T−{w, z1, . . . , zk−1} and T2 = ({w, z1, . . . , zk−1}, {wz1, . . . , wzk−1}).
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Clearly, T1 and T2 are the components of T − e, and they are trees. Let

T ′
2 = ({v} ∪ V (T2), {e} ∪ E(T2)). If T = T ′

2, then Δ(T − e) < k, and hence

λe(T ) = 1 = n−1
k
. We have Δ(T2) < k.

Suppose Δ(T1) < k. Then Δ(T − e) < k, and hence λe(T ) = 1 ≤ n−1
k
.

Suppose λe(T ) =
n−1
k
. Then n = k + 1 = |V (T2)| + 1. Since n = |V (T1)| +

|V (T2)|, we obtain |V (T1)| = 1, so V (T1) = {v}. Thus, T is the k-star T ′
2.

Finally, suppose Δ(T1) = k. By Proposition 3.3.7, λe(T−e) = λe(T1). By

the induction hypothesis, λe(T1) ≤ n−k−1
k

, and equality holds if and only if T1

is an edge-disjoint k-star union. By Proposition 3.3.9, λe(T ) ≤ 1+λe(T−e) ≤

1 + n−k−1
k

= n−1
k
.

Suppose λe(T ) = n−1
k
. Then λe(T1) = n−k−1

k
, and hence T1 is an edge-

disjoint k-star union. Since T is the union of T1 and T ′
2, T is an edge-disjoint

k-star union.

We now prove the converse. Thus, suppose that T is an edge-disjoint

k-star union. Then there exist pairwise edge-disjoint k-stars G1, . . . , Gr

such that z1 ∈ V (Gr) and T is the union of G1, . . . , Gr. Since NGr(z1) ⊆

NT (z1) = {w}, Gr = ({w, z1, y1, . . . , yk−1}, {wz1, wy1, . . . , wyk−1
}) for some

y1, . . . , yk−1 ∈ V (T ). Since dGr(w) = k = dT (w), NGr(w) = NT (w). Thus,

{z1, y1, . . . , yk−1} = {z1, . . . , zk−1, v}, and hence Gr = T ′
2. Consequently, T1 is

the union of G1, . . . , Gr−1, and hence λe(T1) =
n−k−1

k
. Let L be a Δ-reducing

edge set of T of size λe(T ). Let L1 = L ∩ E(T1) and L2 = L ∩ E(T ′
2). Since

E(T1) and E(T ′
2) partition E(T ), L1 and L2 partition L. Since w ∈ M(T )

and ET (w) = E(T ′
2), L2 	= ∅. Suppose that L1 is not a Δ-reducing edge

set of T1. Then, since Δ(T1) = k, there exists some u ∈ V (T1) such that

dT1(u) = k and ET (u)∩L ⊆ L2. Since V (T1)∩V (T ′
2) = {v} and L2 ⊆ V (T ′

2),
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u = v. Now k ≥ |ET (v)| = |ET1(v) ∪ {e}| > |ET1(v)| = dT1(v), which con-

tradicts dT1(v) = dT1(u) = k. Thus, L1 is a Δ-reducing edge set of T1. We

have n−1
k

≥ λe(T ) = |L| = |L1| + |L2| ≥ λe(T1) + 1 = n−k−1
k

+ 1 = n−1
k
, so

λe(T ) =
n−1
k
.

A basic result in the literature is that |E(G)| = |V (G)| − 1 if G is a tree.

This completes the proof. �
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Chapter 4

A generalisation of Turán’s

problem

4.1 Introduction

In this chapter, we consider a generalisation of the classical problem of Turán

[52]. We investigate the smallest number of edges that need to be removed

from a non-empty graph G so that the resulting graph does not contain

k-cliques. Let Ck(G) denote the set of distinct k-cliques of G. That is,

Ck(G) = {C ⊆ V (G) : C is a k-clique of G}. We call L ⊆ E(G) a k-clique

reducing edge set of G if ω(G− L) < k. We define λc(G, k) to be the size of

a smallest k-clique reducing edge set of G; that is, λc(G, k) = min{|L| : L ⊆

E(G), ω(G− L) < k}. We call λc(G, k) the k-clique reducing edge number.

We can now state our results, which are given in the next section. In

Section 4.3, we investigate λc(G, k) from a structural point of view; that is,

how the parameter changes with the removal of edges. Some of the structural
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results are then used in the proofs of the main results; these proofs are given

in Section 4.4. Definitions and notation from Chapter 1 will be used.

4.2 Main results

In this section we present our results. We start by stating Turán’s theorem,

but first we define a special graph.

LetG be a graph such that V (G) is partitioned into k−1 sets, V1, . . . , Vk−1,

|Vi| = ni, for each i ∈ [k−1], and E(G) = {{u, v} : u ∈ Vi, v ∈ Vj, i 	= j}. Let

us denote the resulting graph by Kn1,...,nk−1
. Note that n = n1 + · · · + nk−1.

The Turán graph T (n, k) is the graph Kn1,...,nk−1
, with |ni−nj| ≤ 1, for every

i, j ∈ [k − 1], i 	= j.

Theorem 4.2.1 (Turán, [52]). If G is a graph, n = |V (G)|, m = |E(G)|,

and G does not contain k-cliques, then

m ≤
⌊(k − 2

k − 1

)n2

2

⌋
.

Moreover, the bound is attained if and only if G is the Turán graph T (n, k).

Turán’s theorem generalises a previous result [42] by Mantel which states

that the maximum number of edges in a graph on n vertices and which does

not contain a copy of K3, is �n2

4
�.

Corollary 4.2.2. If G is a graph, n = |V (G)|, m = |E(G)|, then

λc(G, k) ≥ m−
⌊(k − 2

k − 1

)n2

2

⌋
.
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Proof. Let G be a graph and let L be a k-clique reducing edge set of G

of size λc(G, k). Thus, ω(G − L) < k, and therefore, by Theorem 4.2.1,

|E(G − L)| ≤ �(k−2
k−1

)n
2

2
�. But |E(G − L)| = |E(G)| − |L| = m − λc(G, k).

Thus, λc(G, k) = m− |E(G− L)| ≥ m− �(k−2
k−1

)n
2

2
�. �

We point out that the bound in Corollary 4.2.2 is attained by any graph

G (on n vertices) which contains the Turán graph T (n, k) as a subgraph.

Indeed, let L = E(G) \ E(T (n, k)). Note that ω(G − L) = ω(T (n, k)) < k.

Thus, L is a k-clique reducing edge set of G. Therefore, λc(G, k) ≤ |L| =

|E(G) \ E(T (n, k))| = |E(G)| − |E(T (n, k))| = m − �(k−2
k−1

)n
2

2
�. Thus, since

λc(G, k) ≥ m − �(k−2
k−1

)n
2

2
�, then λc(G, k) = m − �(k−2

k−1
)n

2

2
�. In particular, if

G is the complete graph Kn, then λc(G, k) =
(
n
2

)
− �(k−2

k−1
)n

2

2
�.

If we apply an approach similar to that used in the proof of Theorem 2.2.4

in chapter 2, we get the following bound; however, we prove this result by

induction on the number of edges.

Theorem 4.2.3. If G is a graph with δ(G) > 0, m = |E(G)| and t = |Ck(G)|,

then

λc(G, k) ≤ m+
((

k
2

)
− 1

)
t

2
(
k
2

)
− 1

.

Moreover, the bound is attained if and only if G is a union of t pairwise

edge-disjoint k-cliques.

By adapting an argument similar to that used by Alon in [4], we prove

the following sharp bound.

Theorem 4.2.4. If G is a graph, m = |E(G)|, t = |Ck(G)|, and α =
(
k
2

)
,
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then

λc(G, k) ≤ m
[
1−

(α− 1

α

)(m

αt

) 1
α−1

]
.

The bound in Theorem 4.2.4 is attained if G is a union of t pairwise

edge-disjoint k-cliques.

4.3 Structural results

In this section we provide results on how λc(G, k) is affected by removing

edges from G. Some of these structural results are then used in the proofs of

the main results.

Recall that Ck(G) = {C ⊆ V (G) : C is a k-clique of G} is the set of all

distinct k-cliques of G. Now for the rest of this chapter, for each C ∈ Ck(G),

we will let E(C) = E(G[C]) =
(
C
2

)
.

Define C1
k(G) = {C ∈ Ck(G) : E(C)∩E(K) 	= ∅ for some K ∈ Ck(G)\C}.

Let C2
k(G) = C(G) \ C1

k(G). That is, C2
k(G) = {C ∈ Ck(G) : E(C)∩E(K) = ∅

for every K ∈ Ck(G) \ C}.

Lemma 4.3.1. If G is a graph, H is a subgraph of G and L is a k-clique

reducing edge set of G, then L ∩ E(H) is a k-clique reducing edge set of H.

Proof. If ω(H) < k, then the result is trivial. So suppose ω(H) ≥ k. Let

J = L ∩ E(H). It is sufficient to show that for every C ∈ Ck(H), there

exists e ∈ E(C) for some e ∈ J . Let C ∈ Ck(H). Since H is a subgraph

of G, then C ∈ Ck(G). Therefore, by definition of L, there exists e ∈ L

such that e ∈ E(C). But since C ∈ Ck(H), then e ∈ E(C) ⊆ E(H). Thus,

e ∈ L ∩ E(H) = J . Thus, the result follows. �
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We point out that |L| = λc(G, k) does not guarantee that |L ∩ E(H)| =

λc(H, k). Indeed, let k ≥ 3 and let G be a copy of Kk. Let e1 = {1, 2},

e2 = {k, 1} and H = G− e2. Then L = {e1} is a k-clique reducing edge set

of G of size λc(G, k), L ∩ E(H) = L, but since ω(H) < k, then we can take

∅ as a k-clique reducing edge set of H. Thus, L ∩ E(H) is not a smallest

k-clique reducing edge set of H.

Corollary 4.3.2. If H is a subgraph of G, then λc(H, k) ≤ λc(G, k).

Proof. Let L be a k-clique edge reducing set of G of size λc(G, k). Let

J = L ∩ E(H). By Lemma 4.3.1, J is a k-clique reducing edge set of H.

Therefore, λc(H, k) ≤ |J | ≤ |L| = λc(G, k). �

Proposition 4.3.3. If G is a graph and G1, . . . , Gr are the distinct compo-

nents of G, then λc(G, k) =
∑r

i=1 λc(Gi, k).

Proof. Let L be a k-clique reducing edge set of G. For each i ∈ [r], let Li =

L∩E(Gi). Then L1, . . . , Lr partition L, so |L| = ∑r
i=1 |Li|. By Lemma 4.3.1,

for each i ∈ [r], Li is a k-clique reducing edge set of Gi, so λc(Gi, k) ≤ |Li|.

Suppose λc(Gj, k) < |Lj| for some j ∈ [r]. Let L′
j be a k-clique reducing edge

set of G′
j of size λc(Gj, k). Then L′

j ∪i∈[r]\{j} Li is a k-clique reducing edge

set of G that is smaller than L, a contradiction. Therefore, λc(Gi, k) = |Li|

for each i ∈ [r]. Thus, λc(G, k) = |L| = ∑r
i=1 |Li| =

∑r
i=1 λc(Gi, k). �

Proposition 4.3.4. If G is a graph and e ∈ E(G) \ ∪C∈Ck(G)E(C), then

λc(G− e, k) = λc(G, k).
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Proof. Let e ∈ E(G)\∪C∈Ck(G)E(C). Since G−e is a subgraph of G, then by

Corollary 4.3.2, λc(G−e, k) ≤ λc(G, k). Let L be a k-clique reducing edge set

of G−e of size λc(G−e, k). Since e /∈ ∪C∈Ck(G)E(C), then Ck(G−e) = Ck(G).

Thus, L is a k-clique reducing edge set of G, so λc(G, k) ≤ |L| = λc(G −

e, k). �

Proposition 4.3.5. If G is a graph and e ∈ E(G), then λc(G, k) ≤ 1 +

λc(G− e, k).

Proof. If Ck(G − e) = ∅, then the result is trivial. Suppose Ck(G − e) 	= ∅,

so Ck(G− e) ⊆ Ck(G). Let L be a k-clique reducing edge set of G− e of size

λc(G − e, k). For any C ∈ Ck(G) \ Ck(G − e), e ∈ E(C). Thus, L ∪ {e} is a

k-clique reducing edge set of G. Therefore, λc(G, k) ≤ |L ∪ {e}| = |L|+ 1 =

λc(G− e, k) + 1. �

Corollary 4.3.6. If G is a graph and e1, . . . , et are edges of G, then λc(G, k)

≤ t+ λc(G− {e1, . . . , et}, k).

Proof. The result follows by repeated application of Proposition 4.3.5. �

Proposition 4.3.7. If G is a graph, λc(G, k) ≤ |Ck(G)|, and equality holds

if and only if Ck(G) = C2
k(G).

Proof. If Ck(G) = ∅, then λc(G, k) = 0, and therefore the result fol-

lows. Suppose Ck(G) 	= ∅. For each C ∈ Ck(G), choose a single edge

eC ∈ E(C). Then {eC : C ∈ Ck(G)} is a k-clique reducing edge set of G,

and thus λc(G, k) ≤ |{eC : C ∈ Ck(G)}| ≤ |Ck(G)|.

Suppose Ck(G) = C2
k(G). Then C1

k(G) = ∅. Suppose that G has a k-

clique reducing edge set L of G such that |L| < |Ck(G)|. By definition of
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L, for every C ∈ Ck(G) there exists e ∈ L such that e ∈ E(C). But since

|L| < |Ck(G)|, then by the pigeonhole principle, there exists e′ ∈ L, and

C1, C2 ∈ Ck(G), C1 	= C2, such that e′ ∈ E(C1) and e′ ∈ E(C2). Thus,

E(C1) ∩ E(C2) 	= ∅, which contradicts Ck(G) = C2
k(G). Suppose now that

Ck(G) 	= C2
k(G). Then C1

k(G) 	= ∅. Let C1 ∈ C1
k(G), then E(C1) ∩ E(C2) 	= ∅

for some C2 ∈ C1
k(G)\{C1}. Let e ∈ E(C1)∩E(C2). Note that L = {eC : C ∈

Ck(G) \ {C1, C2}} ∪ {e} is a k-clique reducing edge set of G, and therefore,

λc(G, k) ≤ |L| ≤ |Ck(G)| − 1 < |Ck(G)|. �

Proposition 4.3.8. If G is a graph and C2
k(G) 	= Ck(G), then λc(G, k) =

|C2
k(G)|+ λc(G− ∪C∈C2

k(G)E(C), k).

Proof. We use induction on |C2
k(G)|. The result is trivial if |C2

k(G)| = 0.

Suppose |C2
k(G)| ≥ 1. Let C ′ ∈ C2

k(G). Since C2
k(G) 	= Ck(G), then C1

k(G) 	= ∅.

Clearly, C1
k(G−E(C ′)) = C1

k(G), and C2
k(G−E(C ′)) = C2

k(G)\{C ′} 	= Ck(G−

E(C ′)). By the induction hypothesis, λc(G−E(C ′), k) = |C2
k(G−E(C ′))|+

λc((G− E(C ′))− ∪C∈C2
k(G−E(C′))E(C), k) = |C2

k(G)| − 1 + λc((G− E(C ′))−

∪C∈C2
k(G)\{C′}E(C), k) = |C2

k(G)|−1+λc(G−(E(C ′)∪C∈C2
k(G)\{C′}E(C)), k) =

|C2
k(G)| − 1 + λc(G−∪C∈C2

k(G)E(C), k). Let e′ ∈ E(C ′). Now since for every

edge e ∈ E(C ′) \ {e′}, e /∈ ∪C∈Ck(G−e′)E(C), then by repeated application of

Proposition 4.3.4, λc(G − e′, k) = λc(G − E(C ′), k). By Proposition 4.3.5,

λc(G, k) ≤ 1 + λc(G − e′, k) = 1 + λc(G − E(C ′), k). Suppose λc(G, k) ≤

λc(G−E(C ′), k). Let L be a k-clique reducing edge set of G of size λc(G, k).

Then there exists e′′ ∈ L such that e′′ ∈ E(C ′). Since C ′ ∈ C2
k(G), e′′ /∈

E(C) for some C ∈ Ck(G) \ {C ′}. We obtain that L \ {e′′} is a k-clique

reducing edge set of G−E(C ′) of size λc(G, k)− 1 ≤ λc(G−E(C ′), k)− 1, a
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contradiction. Therefore, λc(G, k) = 1+λc(G−E(C ′), k) = |C2
k(G)|+λc(G−

∪C∈C2
k(G)E(C), k). �

4.4 Proofs of the main results

In this section, we provide the proofs of Theorem 4.2.3 and Theorem 4.2.4.

Theorem 4.2.3. If G is a graph with δ(G) > 0, m = |E(G)| and t = |Ck(G)|,

then

λc(G, k) ≤ m+
((

k
2

)
− 1

)
t

2
(
k
2

)
− 1

.

Moreover, the bound is attained if and only if G is a union of t pairwise

edge-disjoint k-cliques.

Proof of Theorem 4.2.3. If G is a union of t pairwise edge-disjoint k-

cliques, then m =
(
k
2

)
t, and therefore, λc(G, k) = t =

m+((k2)−1)t
2(k2)−1

. We now

prove the bound and show it is attained only if G is a union of t pairwise edge-

disjoint k-cliques. Suppose m = 1. If k ≥ 3, then λc(G, k) = 0 <
m+((k2)−1)t

2(k2)−1
.

If k = 2, then t = 1 and thus, λc(G, k) = 1 =
m+((k2)−1)t

2(k2)−1
. We now proceed

by induction on m. Thus, suppose m ≥ 2. If k = 2, then t = m and

λc(G, k) = m =
m+((k2)−1)t

2(k2)−1
. In such a case, G is a union of t pairwise edge-

disjoint 2-cliques. Suppose k ≥ 3. If Ck(G) = ∅, then the result is trivial.

Thus, suppose Ck(G) 	= ∅.

Suppose first that C2
k(G) 	= ∅. Let K ∈ C2

k(G). Let e′ ∈ E(K). If

Ck(G− e′) = ∅, then λc(G, k) = 1 ≤ m+((k2)−1)t
2(k2)−1

, which is true since t = 1 and
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(
k
2

)
≤ m in such a case. If the bound is sharp, then m =

(
k
2

)
, and since t = 1,

then G is a copy of Kk, and thus the result follows. If Ck(G − e′) 	= ∅, then

for every e ∈ E(K) \ {e′}, e /∈ ∪C∈Ck(G−e′)E(C). Therefore, Ck(G−E(K)) =

Ck(G− e′) = Ck(G) \ {K}, and by repeated application of Proposition 4.3.4,

λc(G − e′, k) = λc(G − E(K), k). Now let G′ be the graph obtained from

G−E(K) by deleting all the isolated vertices (if any) of G−E(K). Clearly,

λc(G − E(K), k) = λc(G
′, k). Therefore, by applying Proposition 4.3.5 and

the induction hypothesis,

λc(G, k) ≤ 1 + λc(G− e′, k) = 1 + λc(G− E(K), k) = 1 + λc(G
′, k)

≤ 1 +
(m−

(
k
2

)
) + (

(
k
2

)
− 1)(t− 1)

2
(
k
2

)
− 1

=
m+ (

(
k
2

)
− 1)t

2
(
k
2

)
− 1

.

If the bound is sharp, then λc(G − E(K), k) =
(m−(k2))+((k2)−1)(t−1)

2(k2)−1
, and

therefore by the induction hypothesis, G−E(K) is a union of (t−1) pairwise

edge-disjoint k-cliques. Now since K ∈ C2
k(G), then E(K) ∩ E(C) = ∅, for

every C ∈ Ck(G)\{K} = Ck(G−E(K)). Therefore, G is a union of t pairwise

edge-disjoint k-cliques.

Suppose now that C2
k(G) = ∅. (That is, Ck(G) = C1

k(G)). Then there

exists an edge e′ ∈ E(G) and Q1, Q2 ∈ Ck(G) such that e′ ∈ E(Q1) ∩E(Q2).

Let e′ = {vw}. Note that clearly G − e′ does not have any isolated vertices

since dG−e′(v) = dG(v)−1 ≥ 2−1 = 1, and dG−e′(w) = dG(w)−1 ≥ 2−1 = 1.

If Ck(G− e′) = ∅, then λc(G, k) = 1 <
m+((k2)−1)t

2(k2)−1
, since we are assuming

k ≥ 3, and t ≥ 2 and m >
(
k
2

)
in such a case. Suppose Ck(G− e′) 	= ∅. Note

that Ck(G−e′) ⊆ Ck(G)\{Q1, Q2}. Therefore, by applying Proposition 4.3.5
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and the induction hypothesis,

λc(G, k) ≤ 1 + λc(G− e′, k) ≤ 1 +
(m− 1) + (

(
k
2

)
− 1)(t− 2)

2
(
k
2

)
− 1

=
2
(
k
2

)
− 1 +m− 1 + (

(
k
2

)
− 1)t− 2

(
k
2

)
+ 2

2
(
k
2

)
− 1

=
m+ (

(
k
2

)
− 1)t

2
(
k
2

)
− 1

.

If the bound is sharp, then Ck(G − e′) = Ck(G) \ {Q1, Q2}, and λc(G −

e′, k) =
(m−1)+((k2)−1)(t−2)

2(k2)−1
, and therefore by the induction hypothesis, G− e′

is a union of (t−2) pairwise edge-disjoint k-cliques. Now since Q1 and Q2 are

distinct, then there exists a vertex x ∈ Q1 such that x /∈ Q2, and similarly,

there exists a vertex y ∈ Q2 such that y /∈ Q1. Thus, {xv} ∈ E(Q1) \E(Q2)

and {yw} ∈ E(Q2) \ E(Q1). Let Ck(G − e′) = {Q′
1, . . . , Q

′
t−2}. Now since

e′ /∈ {xv, yw}, we have {xv} ∈ E(Q′
i) for some i ∈ [t− 2], and {yw} ∈ E(Q′

j)

for some j ∈ [t − 2]. Suppose Q′
i = Q′

j. Then x, v, w, y ∈ V (Q′
i). Thus, we

have {vw} ∈ E(Q′
i), which contradicts E(Q′

i) ⊆ E(G − e′). Thus, Q′
i 	= Q′

j.

Now for each p ∈ [t − 2], let ep ∈ E(Q′
p). Now since {xv} ∈ E(Q1) and

{yw} ∈ E(Q2), then, if we let L = ({e1, . . . , et−2} \ {ei, ej}) ∪ {{xv}, {yw}},

then G − L contains none of the t k-cliques of G. Thus, L is a k-clique

reducing edge set of G of size |L| = t− 2 < λc(G, k). �

Theorem 4.2.4. If G is a graph, m = |E(G)|, t = |Ck(G)|, and α =
(
k
2

)
,

then

λc(G, k) ≤ m
[
1−

(α− 1

α

)(m

αt

) 1
α−1

]
.
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Proof of Theorem 4.2.4. We may assume that E(G) = [m]. Let p =

1 −
(
m
αt

) 1
α−1 . We set up m independent random experiments, and in each

experiment an edge is chosen with probability p (and hence not chosen with

probability 1 − p). More formally, for i ∈ E(G), let (Ωi, Pi) be given by

Ωi ∈ {0, 1}, Pi({1}) = p and Pi({0}) = 1 − p. Let Ω = Ω1 × · · · × Ωm

and let P : 2Ω → [0, 1] such that P ({ω}) =
∏m

i=1 Pi({ωi}) for each ω =

(ω1, . . . , ωm) ∈ Ω, and P (A) =
∑

ω∈A P ({ω}) for each A ⊆ Ω. Then (Ω, P )

is a probability space.

For each ω = (ω1, . . . , ωm) ∈ Ω, let Sω be the subset of E(G) such that ω

is the characteristic vector of Sω (that is, Sω = {i ∈ [m] : ωi = 1}). Let Tω be

the set of k-cliques in Ck(G) such that if C ∈ Tω, then E(C) ∩ Sω = ∅. That

is, Tω = {C ∈ Ck(G) : E(C) ∩ Sω = ∅}. For each C ∈ Tω, let eC ∈ E(C).

Let T ′
ω = {eC : C ∈ Tω}. Note that T ′

ω may contain multiple elements and

thus is a multiset. Obtain the set T ′′
ω from the multiset T ′

ω. Note that

|T ′′
ω | ≤ |T ′

ω| = |Tω|.

Define Dω = Sω ∪ T ′′
ω . Then Dω is a k-clique reducing edge set of G.

Let Y : Ω → R be the random variable given by Y (ω) = |Tω|. For each

C ∈ Ck(G) and for each ω = (ω1, . . . , ωm) ∈ Ω,

YC(ω) =

⎧⎪⎨
⎪⎩

1 if E(C) ∩ Sω = ∅;

0 otherwise.

Then Y =
∑

C∈Ck(G) YC .

Let X : Ω → R be the random variable given by X(ω) = |Sω|. For each

i ∈ [m], let Xi : Ω → R be the indicator random variable for whether edge i
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is in Sω, that is, for each ω = (ω1, . . . , ωm) ∈ Ω,

Xi(ω) =

⎧⎪⎨
⎪⎩

1 if i ∈ Sω;

0 otherwise.

Then X =
∑m

i=1 Xi.

For each i ∈ [m], P (Xi = 1) = Pi({1}) = p and for each C ∈ Ck(G),

P (YC = 1) = (1− p)α.

For any random variable Z, let E[Z] denote the expected value of Z. By

linearity of expectation,

E[X + Y ] = E[X] + E[Y ] =
m∑
i=1

E[Xi] +
∑

C∈Ck(G)

E[YC ]

=
m∑
i=1

P (Xi = 1) +
∑

C∈Ck(G)

P (YC = 1) = mp+ t(1− p)α.

By Proposition 2.4.3, there exists ω∗ ∈ Ω such that X(ω∗) + Y (ω∗) ≤ mp+

t(1 − p)α. Now |Dω∗ | = |Sω∗ | + |T ′′
ω∗ | ≤ |Sω∗ | + |Tω∗ | ≤ mp + t(1 − p)α =

m[1− (α−1
α

)(m
αt
)

1
α−1 ]. �
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Chapter 5

Isolation of k-cliques

5.1 Introduction

In this chapter, we investigate the size of a smallest set of vertices that when

removed together with its closed neighbourhood from a graph, we obtain a

subgraph with no k-cliques.

A more natural problem is to investigate the size of a smallest set of

vertices whose deletion from a graph induces a subgraph with no k-cliques.

However, as we shall now explain (see below), this problem is equivalent to

that of finding the size of a smallest transversal of a uniform hypergraph,

given by Alon in [4]. We first make way for the following definitions.

A hypergraph H is a pair (X, Y ), where X is a set, called the vertex set

of H, and Y is a subset of P(X) and is called the edge set of H. The vertex

set of H and the edge set of H are denoted by V (H) and E(H), respectively.

An element of V (H) is called a vertex of H, and an element of E(H) is

called a hyperedge of H (or simply an edge of H). A hypergraph H is said
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to be k-uniform if all hyperedges of H have size k. A graph is a 2-uniform

hypergraph.

Let F be a finite family of subsets of a finite set X. Let S be a subset

of X. If S intersects each member of F , then S is called a transversal of F .

Let H be a hypergraph. Then T ⊆ V (H) is said to be a transversal of H if

T intersects each member of E(H). The transversal number of H, denoted

by τ(H), is the size of a smallest transversal of H.

Recall that Ck(G) denotes the set of distinct k-cliques of G. That is,

Ck(G) = {C ⊆ V (G) : C is a k-clique of G}.

We will now show that the problem of finding a smallest set of vertices

whose deletion from a graph induces a subgraph with no k-cliques is equiv-

alent to finding a smallest transversal of a uniform hypergraph. Indeed, let

G be a graph and suppose Ck(G) 	= ∅. Let R be a smallest set of ver-

tices of G such that ω(G−R) < k. Then its not difficult to see that for each

C ∈ Ck(G), R∩C 	= ∅. We construct a k-uniform hypergraph H from G. Let

H = (V (H), E(H)), where V (H) = V (G) and E(H) = Ck(G). Then H is a

k-uniform hypergraph and R is a transversal set of H. Suppose τ(H) < |R|.

Let R∗ ⊆ V (H) be a set which realizes τ(H). Then R∗ intersects all the

edges of H. Since V (H) = V (G) and E(H) = Ck(G), then R∗ ⊆ V (G), and

R∗∩C 	= ∅, for every C ∈ Ck(G). Thus, R∗ is a set of vertices of G such that

ω(G−R∗) < k, and |R∗| = τ(H) < |R|, contradicting the minimality of R.

If F is a set of graphs and F is a copy of a graph in F , then we call F

an F-graph. If G is a graph and D ⊆ V (G) such that G − N [D] contains

no F -graph, then D is called an F-isolating set of G. Let ι(G,F) denote

the size of a smallest F -isolating set of G. The study of isolating sets was
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introduced recently by Caro and Hansberg [14, 15]. It is an appealing and

natural generalization of the classical domination problem. Indeed, D is a

{K1}-isolating set of G if and only if D is a dominating set of G (that is,

N [D] = V (G)), so ι(G, {K1}) is the domination number of G (the size of a

smallest dominating set of G). In this paper, we obtain a sharp upper bound

for ι(G, {Kk}), and consequently we solve a problem of Caro and Hansberg

[14].

We call a subset D of V (G) a k-clique isolating set of G if G − N [D]

contains no k-clique. We denote the size of a smallest k-clique isolating set

of G by ι(G, k). That is, ι(G, k) = min{|D| : D ⊆ V (G), ω(G−N [D]) < k}.

Thus, ι(G, k) = ι(G, {Kk}).

We are now ready to state our main results; which are given in the next

section. The proofs of the main results are given in Section 5.3. Definitions

and notation from Chapter 1 will be used.

5.2 Main results

Before stating our first result, we require the following definitions.

For n, k ∈ N, let an,k =
⌊

n
k+1

⌋
and bn,k = n−kan,k. We have an,k ≤ bn,k ≤

an,k + k. If n ≤ k, then let Bn,k = Pn. If n ≥ k + 1, then let F1, . . . , Fan,k
be

copies of Kk such that Pbn,k
, F1, . . . , Fan,k

are vertex-disjoint, and let Bn,k be

the connected n-vertex graph given by V (Bn,k) = V (Pbn,k
)∪⋃an,k

i=1 V (Fi) and

E(Bn,k) = E(Pbn,k
) ∪ {iv : i ∈ [an,k], v ∈ V (Fi)} ∪ ⋃an,k

i=1 E(Fi). Thus, Bn,k

is the graph obtained by taking Pbn,k
, F1, . . . , Fan,k

and joining i (a vertex of

Pbn,k
) to each vertex of Fi for each i ∈ [an,k].

81



For n, k ∈ N with k 	= 2, let

ι(n, k) = max{ι(G, k) : G is a connected graph, V (G) = [n], G 	� Kk}.

For n ∈ N, let

ι(n, 2) = max{ι(G, 2) : G is a connected graph, V (G) = [n], G 	� K2, G 	� C5}.

The following is our primary result.

Theorem 5.2.1. If G is a connected n-vertex graph, then, unless G is a

k-clique or k = 2 and G is a 5-cycle,

ι(G, k) ≤ n

k + 1
.

Consequently, for any k ≥ 1 and n ≥ 3,

ι(n, k) = ι(Bn,k, k) =

⌊
n

k + 1

⌋
.

A classical result of Ore [47] is that the domination number of a graph G

with min{d(v) : v ∈ V (G)} ≥ 1 is at most n
2
(see [29]). Since the domination

number is ι(G, 1), it follows by Lemma 5.3.2 in Section 5.3 that Ore’s result

is equivalent to the bound in Theorem 5.2.1 for k = 1. The case k = 2

is also particularly interesting; while deleting the closed neighbourhood of

a {K1}-isolating set yields the graph with no vertices, deleting the closed

neighbourhood of a {K2}-isolating set yields a graph with no edges. In

[14], Caro and Hansberg proved Theorem 5.2.1 for k = 2, using a different
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argument. Consequently, they established that 1
k+1

≤ lim supn→∞
ι(n,k)

n
≤ 1

3
.

In the same paper, they asked for the value of lim supn→∞
ι(n,k)

n
. The answer

is given by Theorem 5.2.1.

Corollary 5.2.2. For any k ≥ 1,

lim sup
n→∞

ι(n, k)

n
=

1

k + 1
.

Proof. By Theorem 5.2.1, for any n ≥ 3, 1
k+1

− k
(k+1)n

= 1
n

(
n−k
k+1

)
≤

ι(n,k)
n

≤ 1
k+1

, and, if n is a multiple of k + 1, then ι(n,k)
n

= 1
k+1

. Thus,

limn→∞ sup
{

ι(p,k)
p

: p ≥ n
}
= limn→∞ 1

k+1
= 1

k+1
. �

We will now exhibit graphs which attain the bound in Theorem 5.2.1. We

start by defining a special graph which attains the bound in Theorem 5.2.1

when k = 2.

Let r1 ∈ N ∪ {0}. If r1 ≥ 1, then let C1, . . . , Cr1 be distinct copies of C5.

For each i ∈ [r1], let V (Ci) = {vi1, . . . , vi5} and E(Ci) = {{vi1, vi2}, . . . , {vi5, vi1}}.

Let V1 = {v1, . . . , vr1} be such that V1∩V (Ci) = ∅, for each i ∈ [r1]. For each

i ∈ [r1], let Gi = (V (Gi), E(Gi)) where V (Gi) = V (Ci) ∪ {vi} and E(Gi) is

one of the following;

(i) E(Gi) = E(Ci) ∪ {vi1, vi}

(ii) E(Gi) = E(Ci) ∪ {{vi1, vi}, {vi, vi2}}

(iii) E(Gi) = E(Ci) ∪ {{vi1, vi}, {vi, vi3}}

(iv) E(Gi) = E(Ci) ∪ {{vi1, vi}, {vi, vi2}, {vi, vi3}}
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(v) E(Gi) = E(Ci) ∪ {{vi1, vi}, {vi, vi2}, {vi, vi5}}

Let r2 ∈ N ∪ {0}. If r2 ≥ 1, then let Q1, . . . , Qr2 be distinct copies of

K2. For each i ∈ [r2], let V (Qi) = {ui
1, u

i
2} and E(Qi) = {{ui

1, u
i
2}}. Let

V2 = {u1, . . . , ur2} be such that V2 ∩ V (Qi) = ∅, for each i ∈ [r2]. For

each i ∈ [r2]. Let G′
i = (V (G′

i), E(G′
i)) where V (G′

i) = V (Qi) ∪ {ui}

and {E(Qi) ∪ {ui
1, ui}} ⊆ E(G′

i) ⊆
(
V (G′i)

2

)
. Then G = (V (G), E(G))

where V (G) = (∪r1
i=1V (Gi))∪ (∪r2

i=1V (G′
i)) and (∪r1

i=1E(Gi))∪ (∪r2
i=1E(G′

i)) ⊆

E(G) ⊆ (∪r1
i=1E(Gi)) ∪ (∪r2

i=1E(G′
i)) ∪

(
V1∪V2

2

)
. If H is a copy of G, then

we say that H is a 2-clique special graph. We call G1, . . . , Gr1 the 5-cycle

constituents of G and G′
1, . . . , G

′
r2
the 2-clique constituents of G. We call

v1, . . . , vr1 the 5-cycle connections of G1, . . . , Gr1 in G (respectively), and

u1, . . . , ur2 the 2-clique connections of G′
1, . . . , G

′
r2
in G (respectively).

G1 G2 G3 G4 Gr1 G′
1 G′

2 G′
r2

Figure 6: An illustration of a 2-clique special graph.

Proposition 5.2.3. If G is a 2-clique special graph on n vertices and has

r1 5-cycle constituents and r2 2-clique constituents, then n = 6r1 + 3r2 and

ι(G, 2) = 2r1 + r2.
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We now define a special graph which attains the bound in Theorem 5.2.1

when k ≥ 3.

Let Q1, . . . , Qr be distinct sets of vertices, each of size k. For each i ∈ [r],

let Qi = {ui
1, . . . , u

i
k}. Let V = {v1, . . . , vr} be such that V ∩ Qi = ∅,

for each i ∈ [r]. Let Gi = (V (Gi), E(Gi)) where V (Gi) = Qi ∪ {vi}, and

{
(
Qi

2

)
∪{ui

1, vi}} ⊆ E(Gi) ⊆
(
V (Gi)

2

)
. Then G = (V (G), E(G)), where V (G) =

∪r
i=1V (Gi), and ∪r

i=1E(Gi) ⊆ E(G) ⊆ ∪r
i=1E(Gi) ∪

(
V
2

)
. We say that G is a

k-clique special graph and we call G1, . . . , Gr the k-clique constituents of G

and v1, . . . , vr the k-clique connections of G1, . . . , Gr in G (respectively).

G1 G2 G3 G4 Gr

Figure 7: An illustration of a 5-clique special graph.

Proposition 5.2.4. If G is a k-clique special graph on n vertices and has r

k-clique constituents, then n = (k + 1)r and ι(G, k) = r.

We propose the following conjecture.

Conjecture 5.2.5. If G is a graph, then G attains the bound in Theo-

rem 5.2.1 if and only if either k = 2 and G is a 2-clique special graph or

k ≥ 3 and G is a k-clique special graph.

We can now move on to state our second main result. But first we define

a special graph.
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Let k ≥ 2. Let Q1, . . . , Qr be distinct sets of vertices, each of size k.

For each i ∈ [r], let Qi = {ui
1, . . . , u

i
k}. Let V = {v1, . . . , vr} be such that

V ∩ Qi = ∅, for each i ∈ [r]. Let Gi = (V (Gi), E(Gi)), where V (Gi) =

Qi ∪ {vi}. and E(Gi) = {
(
Qi

2

)
∪ {ui

1, vi}}. Then G = (V (G), E(G)), where

V (G) = ∪r
i=1V (Gi), and E(G) = ∪r

i=1E(Gi) ∪ E(TV ), where TV is a tree

induced by the vertices of V . We say that G is a k-clique edge-special graph

and we call G1, . . . , Gr the k-clique constituents of G and v1, . . . , vr the k-

clique connections of G1, . . . , Gr in G (respectively).

G1 G2 G3 G4 G5 G6

Figure 8: An illustration of a 5-clique edge-special graph.

Proposition 5.2.6. If G is a k-clique edge-special graph with r k-clique

constituents, n = |V (G)| and m = |E(G)|, then n = (k + 1)r, m = (
(
k
2

)
+

2)r − 1 and ι(G, k) = r.

We now state our second main result.

Theorem 5.2.7. If G is a connected graph, m = |E(G)|, and G is not a

k-clique, then for k ≥ 2,

ι(G, k) ≤ m+ 1(
k
2

)
+ 2

.

Moreover, equality holds if and only if G is a k-clique edge-special graph or

k = 2 and G is a 5-cycle.
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We now consider a slight variant of ι(G, k). We define ι′(G, k) to be the

size of a smallest independent k-clique isolating set of G; that is, ι′(G, k) =

min{|D| : D ⊆ V (G), ω(G−NG[D]) < k,D is an independent set of G}.

We provide the following sharp bound.

Theorem 5.2.8. If G is a connected graph, n = |V (G)|, and Δ = Δ(G),

then

ι′(G, k) ≤ n−Δ− 1 + k

k
.

The above bound is attained, for example, when G is a union of t pairwise

vertex-disjoint k-cliques.

5.3 Proofs of the main results

We start by proving Proposition 5.2.3, Proposition 5.2.4 and Proposition 5.2.6.

We then prove the main results; that is, Theorem 5.2.1, Theorem 5.2.7 and

Theorem 5.2.8.

Proposition 5.2.3. If G is a 2-clique special graph on n vertices and has

r1 5-cycle constituents and r2 2-clique constituents, then n = 6r1 + 3r2 and

ι(G, 2) = 2r1 + r2.

Proof of Proposition 5.2.3. Let G be a 2-clique special graph as described

in Section 5.2. By construction, n = |V (G)| = |(∪r1
i=1V (Gi))∪(∪r2

i=1V (G′
i))| =∑r1

i=1 |V (Gi)|+
∑r2

i=1 |V (G′
i)| = 6r1+3r2. We now show that ι(G, 2) = 2r1+r2.

It is not difficult to see that X = V1∪V2∪{v13, . . . , vr13 } is a 2-clique isolating
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set of G. Therefore, ι(G, 2) ≤ |X| = r1 + r2 + r1 = 2r1 + r2. Suppose that

ι(G, 2) < 2r1 + r2, and let X ′ be a set which realizes ι(G, 2). Then we must

have one of the following cases.

Case 1: there exists x ∈ X ′ such that x ∈ NG[Ci] ∩ NG[Qj], for some

i ∈ [r1], j ∈ [r2]. Note that Ci∩Qj = ∅. If there exists a vertex in Ci which

is adjacent to some vertex in Qj, then this contradicts the construction of G.

If x ∈ V1 ∪ V2, then this also contradicts the construction of G.

Case 2: there exists x ∈ X ′ such that x ∈ NG[Ci] ∩ NG[Cj], for some

i, j ∈ [r1], i 	= j . Note that Ci ∩Cj = ∅. If there exists a vertex in Ci which

is adjacent to some vertex in Cj, then this contradicts the construction of G.

If x ∈ V1, then this contradicts the construction of G.

Case 3: there exists x ∈ X ′ such that x ∈ NG[Qi] ∩ NG[Qj], for some

i, j ∈ [r2], i 	= j . Note that Qi ∩Qj = ∅. If there exists a vertex in Qi which

is adjacent to some vertex in Qj, then this contradicts the construction of G.

If x ∈ V2, then this contradicts the construction of G. This completes the

proof. �

Proposition 5.2.4. If G is a k-clique special graph on n vertices and has r

k-clique constituents, then n = (k + 1)r and ι(G, k) = r.

Proof of Proposition 5.2.4. Let G be a k-clique special graph as de-

scribed in Section 5.2. By construction, n = |V (G)| = | ∪r
i=1 V (Gi)| =∑r

i=1 |V (Gi)| =
∑r

i=1 |Qi ∪ {vi}| = r(k + 1). We now show that ι(G, k) = r.

It is not difficult to see that V is a k-clique isolating set of G. Therefore,

ι(G, k) ≤ |V | = r. Suppose ι(G, k) < r, and let V ′ be a set which realizes
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ι(G, k). Since there are r distinct cliques Q1, . . . , Qr, then by the pigeon-

hole principle, there exists v ∈ V ′ such that v ∈ NG[Qi] ∩ NG[Qj], for some

i, j ∈ [r], i 	= j. Since Q1, . . . , Qr are distinct, then Qi ∩ Qj = ∅. If there

exists a vertex of Qi which is adjacent to a vertex of Qj, then this contradicts

the construction of G. If v ∈ V , then this again contradicts the construction

of G. This completes the proof. �

Proposition 5.2.6. If G is a k-clique edge-special graph with r k-clique con-

stituents, n = |V (G)| and m = |E(G)|, then n = (k+1)r, m = (
(
k
2

)
+2)r−1

and ι(G, k) = r.

Proof of Proposition 5.2.6. Let G be a k-clique edge-special graph as

described in Section 5.2. By construction, n = |V (G)| = | ∪r
i=1 V (Gi)| =∑r

i=1 |V (Gi)| =
∑r

i=1 |Qi ∪ {vi}| = r(k + 1). Also, m = |E(G)| = | ∪r
i=1

E(Gi) ∪ E(TV )| = | ∪r
i=1 E(Gi)| + |E(TV )| =

∑r
i=1 |E(Gi)| + |E(TV )| =

(
(
k
2

)
+ 1)r + (r − 1) = (

(
k
2

)
+ 2)r − 1. We now show that ι(G, k) = r. It is

not difficult to see that V is a k-clique reducing closed neighbourhood set of

G. Therefore, ι(G, k) ≤ |V | = r. Suppose ι(G, k) < r, and let V ′ be a set

which realizes ι(G, k). Since there are r distinct cliques Q1, . . . , Qr, then by

the pigeonhole principle, there exists v ∈ V ′ such that v ∈ NG[Qi] ∩NG[Qj],

for some i, j ∈ [r], i 	= j. Since Q1, . . . , Qr are distinct, then Qi ∩ Qj = ∅.

If there exists a vertex of Qi which is adjacent to a vertex of Qj, then this

contradicts the construction of G. If v ∈ V , then this again contradicts the

construction of G. This completes the proof. �
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We now prove the main results in the previous section. We start with

two lemmas that will be used repeatedly.

Lemma 5.3.1. If v is a vertex of a graph G, then ι(G, k) ≤ 1 + ι(G −

NG[v], k).

Proof. Let D be a k-clique isolating set of G−NG[v] of size ι(G−NG[v], k).

Clearly, C ∩NG[v] 	= ∅ for each C ∈ Ck(G)\Ck(G−NG[v]). Thus, D ∪ {v} is

a k-clique isolating set of G. The result follows. �

Lemma 5.3.2. If G1, . . . , Gr are the distinct components of a graph G, then

ι(G, k) =
∑r

i=1 ι(Gi, k).

Proof. For each i ∈ [r], let Di be a smallest k-clique isolating set of Gi.

Then,
⋃r

i=1 Di is a k-clique isolating set of G. Thus, ι(G, k) ≤ ∑r
i=1 |Di| =∑r

i=1 ι(Gi, k). Let D be a smallest k-clique isolating set of G. For each

i ∈ [r], D∩V (Gi) is a k-clique isolating set of Gi, so |Di| ≤ |D∩V (Gi)|. We

have
∑r

i=1 ι(Gi, k) =
∑r

i=1 |Di| ≤
∑r

i=1 |D ∩ V (Gi)| = |D| = ι(G, k). The

result follows. �

Theorem 5.2.1. If G is a connected n-vertex graph, then, unless G is a

k-clique or k = 2 and G is a 5-cycle,

ι(G, k) ≤ n

k + 1
.

Consequently, for any k ≥ 1 and n ≥ 3,

ι(n, k) = ι(Bn,k, k) =

⌊
n

k + 1

⌋
.
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Proof of Theorem 5.2.1. We use induction on n. If G is a k-clique, then

ι(G, k) = 1 = n+1
k+1

. If k = 2 and G is a 5-cycle, then ι(G, 2) = 2 = n+1
k+1

.

Suppose that G is not a k-clique and that, if k = 2, then G is not a 5-cycle.

Suppose n ≤ 2. If k ≥ 3, then ι(G, k) = 0. If k = 2, then G � K1, so

ι(G, 2) = 0. If k = 1, then G � K2, so ι(G, 1) = 1 = n
k+1

. Now suppose

n ≥ 3. If Ck(G) = ∅, then ι(G, k) = 0. Suppose Ck(G) 	= ∅. Let C ∈ Ck(G).

Since G is connected and G is not a k-clique, there exists some v ∈ C such

that N [v]\C 	= ∅. Thus, |N [v]| ≥ k + 1 as C ⊂ N [v]. If V (G) = N [v],

then {v} is a k-clique isolating set of G, so ι(G, k) = 1 ≤ n
k+1

. Suppose

V (G) 	= N [v]. Let G′ = G−N [v] and n′ = |V (G′)|. Then,

n ≥ n′ + k + 1

and V (G′) 	= ∅. Let H be the set of components of G′. If k 	= 2, then let

H′ = {H ∈ H : H � Kk}. If k = 2, then let H′ = {H ∈ H : H � Kk or H �

C5}. By the induction hypothesis, ι(H, k) ≤ |V (H)|
k+1

for each H ∈ H\H′. If

H′ = ∅, then, by Lemmas 5.3.1 and 5.3.2,

ι(G, k) ≤ 1 + ι(G′, k) = 1 +
∑
H∈H

ι(H, k)

≤ 1 +
∑
H∈H

|V (H)|
k + 1

=
k + 1 + n′

k + 1
≤ n

k + 1
. (5.1)

Suppose H′ 	= ∅. For any H ∈ H and any x ∈ N(v), we say that H is

linked to x if xy ∈ E(G) for some y ∈ V (H). Since G is connected, each
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member of H is linked to at least one member of N(v). One of Case 1 and

Case 2 below holds.

Case 1: For each H ∈ H′, H is linked to at least two members of N(v).

Let H ′ ∈ H′ and x ∈ N(v) such that H ′ is linked to x. Let Hx be the set of

members of H that are linked to x only. Then,

Hx ⊆ H\H′,

and hence, by the induction hypothesis, each member H of Hx has a k-clique

isolating set DH with |DH | ≤ |V (H)|
k+1

.

Let X = {x} ∪ V (H ′) and G∗ = G −X. Then, G∗ has a component G∗
v

with N [v]\{x} ⊆ V (G∗
v), and the other components of G∗ are the members

of Hx. Let D∗
v be a k-clique isolating set of G∗

v of size ι(G∗
v, k). Since H ′ is

linked to x, xy ∈ E(G) for some y ∈ V (H ′). If H ′ is a k-clique, then let

D′ = {y}. If k = 2 and H ′ is a 5-cycle, then let y′ be one of the two vertices

in V (H ′)\NH′ [y], and let D′ = {y, y′}. We have X ⊆ N [D′] and |D′| = |X|
k+1

.

Let D = D′ ∪ D∗
v ∪ ⋃

H∈Hx
DH . Since the components of G∗ are G∗

v and

the members of Hx, we have V (G) = X ∪ V (G∗
v) ∪

⋃
H∈Hx

V (H), and, since

X ⊆ N [D′], D is a k-clique isolating set of G. Thus,

ι(G, k) ≤ |D| = |D∗
v|+|D′|+

∑
H∈Hx

|DH | ≤ |D∗
v|+

|X|
k + 1

+
∑
H∈Hx

|V (H)|
k + 1

. (5.2)

Subcase 1.1: G∗
v is neither a k-clique nor a 5-cycle.
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Then, |D∗
v| ≤ |V (G∗v)|

k+1
by the induction hypothesis. By (5.2),

ι(G, k) ≤ 1

k + 1

(
|V (G∗

v)|+ |X|+
∑
H∈Hx

|V (H)|
)

=
n

k + 1
.

Subcase 1.2: G∗
v is a k-clique.

Since |N [v]| ≥ k + 1 and N [v]\{x} ⊆ V (G∗
v), we have V (G∗

v) = N [v]\{x}. If

H ′ is a k-clique, then let X ′ = {y} and D′′ = {x}. If k = 2 and H ′ is a 5-

cycle, then let X ′ be the set whose members are y, y′, and the two neighbours

of y′ in H ′, and let D′′ = {x, y′}. Let Y = (X ∪ V (G∗
v))\({v, x} ∪X ′). Let

GY = G − ({v, x} ∪X ′). Then, the components of GY are the components

of G[Y ] and the members of Hx.

If G[Y ] has no k-clique, then, since {v, x}∪X ′ ⊆ N [D′′], D′′∪⋃
H∈Hx

DH

is a k-clique isolating set of G, and hence

ι(G, k) ≤ |D′′|+
∑
H∈Hx

|DH | <
|X ∪ V (G∗

v)|
k + 1

+
∑
H∈Hx

|V (H)|
k + 1

=
n

k + 1
.

This is the case if k = 1 as we then have Y = ∅.

Suppose that k ≥ 2 and G[Y ] has a k-clique CY . We have

V (CY ) ⊆ (V (G∗
v)\{v}) ∪ (V (H ′)\X ′). (5.3)

Thus, |V (CY ) ∩ V (G∗
v)| = |V (CY )\(V (H ′)\X ′)| ≥ k − (k − 1) = 1 and

|V (CY ) ∩ V (H ′)| = |V (CY )\(V (G∗
v)\{v})| ≥ k − (k − 1) = 1. Let z ∈

V (CY ) ∩ V (G∗
v) and Z = V (G∗

v) ∪ V (CY ). Since z is a vertex of each of the
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k-cliques G∗
v and CY ,

Z ⊆ N [z]. (5.4)

We have

|Z| = |V (G∗
v)|+ |V (CY )\V (G∗

v)| = k + |V (CY ) ∩ V (H ′)| ≥ k + 1. (5.5)

Let GZ = G−Z. Then, V (GZ) = {x}∪ (V (H ′)\V (CY ))∪
⋃

H∈Hx
V (H). We

have that the components of GZ−x are GZ [V (H ′)\V (CY )] (which is a clique

or a path, depending on whether H ′ a k-clique or a 5-cycle) and the members

of Hx, y ∈ V (H ′)\V (CY ) (by (5.3)), y ∈ NGZ
[x], and, by the definition of

Hx, NGZ
(x) ∩ V (H) 	= ∅ for each H ∈ Hx. Thus, GZ is connected, and, if

Hx 	= ∅, then GZ is neither a clique nor a 5-cycle.

Suppose Hx 	= ∅. By the induction hypothesis, ι(GZ , k) ≤ |V (GZ)|
k+1

. Let

DGZ
be a k-clique isolating set of GZ of size ι(GZ , k). By (5.4), {z}∪DGZ

is

a k-clique isolating set of G. Thus, ι(G, k) ≤ 1 + ι(GZ , k) ≤ 1 + |V (GZ)|
k+1

, and

hence, by (5.5), ι(G, k) ≤ |Z|
k+1

+ |V (GZ)|
k+1

= n
k+1

.

Now suppose Hx = ∅. Then, G∗ = G∗
v, so V (G) = V (G∗

v) ∪ {x} ∪ V (H ′).

Recall that either H ′ is a k-clique or k = 2 and H ′ is a 5-cycle.

Suppose that H ′ is a k-clique. Then, n = 2k + 1. By (5.4), |V (G −

N [z])| ≤ |V (G− Z)| = n− |Z| = 2k + 1− |Z|. Suppose |Z| ≥ k + 2. Then,

|V (G−N [z])| ≤ k − 1, and hence {z} is a k-clique isolating set of G. Thus,

ι(G, k) = 1 < n
k+1

. Now suppose |Z| ≤ k + 1. Then, by (5.5), |Z| = k + 1

and |V (CY ) ∩ V (H ′)| = 1. Let z′ be the element of V (CY ) ∩ V (H ′), and let

Z ′ = V (CY )∪V (H ′). Since z′ is a vertex of each of the k-cliques CY and H ′,

Z ′ ⊆ N [z′]. We have |Z ′| = |V (CY )| + |V (H ′)| − |V (CY ) ∩ V (H ′)| = 2k − 1
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and |V (G − N [z′])| ≤ |V (G − Z ′)| = n − |Z ′| = (2k + 1) − (2k − 1) = 2. If

k ≥ 3, then {z′} is a k-clique isolating set of G, and hence ι(G, k) = 1 < n
k+1

.

Suppose k = 2. Then, H ′, G∗
v, and CY are the 2-cliques with vertex sets

{y, z′}, {v, z}, and {z, z′}, respectively. Thus, V (G) = {v, z, z′, y, x}, and

G contains the 5-cycle with edge set {xv, vz, zz′, z′y, yx}. Since G is not a

5-cycle, d(w) ≥ 3 for some w ∈ V (G). Since |V (G−N [w])| = 5−|N [w]| ≤ 1,

{w} is a k-clique isolating set of G, and hence ι(G, k) = 1 < 5
3
= n

k+1
.

Now suppose that k = 2 and H ′ is a 5-cycle. Then, V (G∗
v) = {v, z} and

E(H ′) = {yy1, y1y2, y2y3, y3y4, y4y} for some y1, y2, y3, y4 ∈ V (G). Recall that

|V (CY ) ∩ V (H ′)| ≥ 1. Let z′ ∈ V (CY ) ∩ V (H ′). Since z and z′ are vertices

of CY , zz′ ∈ E(G). We have V (G) = {v, z, x, y, y1, y2, y3, y4}, N(v) = {x, z},

z′ ∈ {y1, y2, y3, y4} (as y /∈ V (CY ) by (5.3)), and {vx, vz, xy, zz′} ∪ E(H ′) ⊆

E(G). If z′ is y1 or y4, then V (G−N [{y, z′}]) is {v, y3} or {v, y2}. If z′ is y2
or y3, then V (G−N [{y, z′}]) = {v}. Thus, {y, z′} is a k-clique reducing set

of G, and hence ι(G, k) = 2 < 8
3
= n

k+1
.

Subcase 1.3: G∗
v is a 5-cycle.

If k 	= 2, then the result follows as in Subcase 1.1. Suppose k = 2. We have

E(G∗
v) = {vv1, v1v2, v2v3, v3v4, v4v} for some v1, v2, v3, v4 ∈ V (G). Let Y =

{v2, v3, v4}. Recall that the components of G∗ are G∗
v and the members ofHx.

Thus, G−Y is connected and V (G−Y ) = {v, v1, x}∪V (H ′)∪⋃
H∈Hx

V (H).

Suppose that G−Y is not a 5-cycle. By the induction hypothesis, G−Y

has a k-clique isolating set D with |D| ≤ |V (G−Y )|
k+1

= n−3
3

= n
3
− 1. Since

Y ⊆ N [v3], {v3} ∪D is a k-clique isolating set of G, so ι(G, k) ≤ n
3
= n

k+1
.

Now suppose that G − Y is a 5-cycle. Then, H ′ is a 2-clique and

V (G− Y ) = {v, v1, x, y, z}, where {z} = V (H ′)\{y}. Since v1v, vx, xy, yz ∈
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E(G − Y ) and G − Y is a 5-cycle, E(G − Y ) = {v1v, vx, xy, yz, zv1}. We

have V (G − N [{v, v1}]) ⊆ {v3, y}. If v3y /∈ E(G), then {v, v1} is a k-clique

isolating set of G. If v3y ∈ E(G), then V (G − (N [v] ∪ N [v3])) ⊆ {z}, so

{v, v3} is a k-clique isolating set of G. Therefore, ι(G, k) = 2 < 8
3
= n

k+1
.

Case 2: For some x ∈ N(v) and some H ′ ∈ H′, H ′ is linked to x only.

Let H1 = {H ∈ H′ : H is linked to x only} and H2 = {H ∈ H\H′ : H is

linked to x only}. Let h1 = |H1| and h2 = |H2|. Since H ′ ∈ H1, h1 ≥ 1. For

each H ∈ H1, yH ∈ N(x) for some yH ∈ V (H). Let X = {x}∪⋃
H∈H1

V (H).

For each k-clique H ∈ H1, let DH = {x}. If k = 2, then, for each 5-

cycle H ∈ H1, let y′H be one of the two vertices in V (H)\NH [yH ], and let

DH = {x, y′H}. Let DX =
⋃

H∈H1
DH . Then, DX is a k-clique isolating set of

G[X]. If k 	= 2, then DX = {x}, so |DX | = 1 ≤ 1+k|H1|
k+1

= |X|
k+1

. If k = 2 and

we let h′
1 = |{H ∈ H1 : H � C5}|, then |DX | = 1+h′

1 ≤
1+5h′1+2(h1−h′1)

3
= |X|

k+1
.

Let G∗ = G−X. Then, G∗ has a component G∗
v with N [v]\{x} ⊆ V (G∗

v),

and the other components of G∗ are the members of H2. By the induction

hypothesis, ι(H, k) ≤ |V (H)|
k+1

for each H ∈ H2. For each H ∈ H2, let DH be

a k-clique isolating set of H of size ι(H, k).

If G∗
v is a k-clique, then let D∗

v = {x}. If k = 2 and G∗
v is a 5-cycle, then

let v′ be one of the two vertices in V (G∗
v)\NG∗v [v], and let D∗

v = {x, v′}. If

neither G∗
v is a k-clique nor k = 2 and G∗

v is a 5-cycle, then, by the induction

hypothesis, G∗
v has a k-clique isolating set D∗

v with |D∗
v| ≤ |V (G∗v)|

k+1
.

Let D = D∗
v ∪ DX ∪ ⋃

H∈H2
DH . By the definition of H1 and H2, the

components of G − x are G∗
v and the members of H1 ∪ H2. Thus, D is a

k-clique isolating set of G since x ∈ D, v ∈ V (G∗
v) ∩ N [x], and DX is a
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k-clique isolating set of G[X]. Let D′ = DX ∪⋃
H∈H2

DH and n∗ = |V (G∗
v)|.

We have

|D′| = |DX |+
∑
H∈H2

|DH | ≤
|X|
k + 1

+
∑
H∈H2

|V (H)|
k + 1

=
n− n∗

k + 1
.

If G∗
v is a k-clique, then |D| = |D′| < n

k+1
. If k = 2 and G∗

v is a 5-cycle, then

|D| = 1 + |D′| ≤ 1 +
n− n∗

k + 1
= 1 +

n− 5

3
<

n

k + 1
.

If neither G∗
v is a k-clique nor k = 2 and G∗

v is a 5-cycle, then

|D| = |D∗
v|+ |D′| ≤ n∗

k + 1
+

n− n∗

k + 1
=

n

k + 1
. (5.6)

This completes the proof. �

Recall that for every v ∈ V (G), let EG(v) = {e ∈ E(G) : e is incident to v

in G}. Recall also that for X ⊆ V (G), EG(X) denotes ∪v∈XEG(v). Now for

the remaining of this chapter, for X ⊆ V (G), we will let E(X) = E(G[X]).

Theorem 5.2.7. If G is a connected graph, m = |E(G)|, and G is not a

k-clique, then for k ≥ 2,

ι(G, k) ≤ m+ 1(
k
2

)
+ 2

.

Moreover, equality holds if and only if G is a k-clique edge-special graph or

k = 2 and G is a 5-cycle.
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Proof of Theorem 5.2.7. If G is a k-clique edge-special graph with r k-

clique constituents, then by Proposition 5.2.6, ι(G, k) = r = m+1

(k2)+2
. Note also

that if G is a 5-cycle, then ι(G, 2) = 2 = m+1

(k2)+2
. We now prove the bound and

show that it is attained if G is a k-clique edge-special graph or k = 2 and

G is a 5-cycle. We use induction on m. Suppose G is a connected graph on

m edges different from Kk. We first point out that if k = 2, then the bound

is given by Theorem 5.2.1. Indeed, we first note that C2(G) = E(G). We

note also that if G is a connected graph and n = |V (G)| and m = |E(G)|,

then m ≥ n − 1, and thus, n ≤ m + 1. Therefore, by Theorem 5.2.1,

ι(G, 2) ≤ n
k+1

= n
3
≤ m+1

3
= m+1

(k2)+2
.

Suppose the bound is sharp. Then ι(G, 2) = n
3
= m+1

3
. Thus, m = n− 1,

and therefore, since G is connected, G is a tree. Since ι(G, 2) = n
3
, then

the bound in Theorem 5.2.1 is sharp. Following along the lines of the proof

of Theorem 5.2.1, if V (G) = N [v] and ι(G, 2) = 1 = n
3
, then n = 3 and

m = n − 1 = 2, thus G is a 2-clique edge-special graph with 1 2-clique

constituent. Continuing along the lines of the proof of Theorem 5.2.1, if

ι(G, 2) = n
3
= m+1

3
, then (5.1) is sharp and n = n′ + k + 1 = n′ + 3. Since

n = n′+3, then |N [v]| = 3. Let N [v] = C ∪{x}, for some x ∈ V (G), and let

C = {u, v}, for some u ∈ V (G). Note that dG(v) = 2. Since (5.1) is sharp,

then for eachH ∈ H, ι(H, 2) = |V (H)|
3

. Now for each componentH ∈ H, since

G is a tree and H is a subgraph of G, then H is a tree. Thus, for each H ∈ H,

|E(H)| = |V (H)|−1. Therefore, for each H ∈ H, ι(H, 2) = |V (H)|
3

= |E(H)|+1
3

.

Thus, by the induction hypothesis, for each H ∈ H, H is a 2-clique edge-

special graph. Let H = {H1, . . . , Hp}. For each i ∈ [p], let Hi have ri

2-clique constituents Gi
1, . . . , G

i
ri
. For each i ∈ [p], let Vi = {vi1, . . . , viri} be
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the set of the 2-clique connections of Gi
1, . . . , G

i
ri
in Hi. Also, for each i ∈ [p]

and for each j ∈ [ri], let V (Gi
j) \ {vij} = {iuj

1, iu
j
2}. We can assume that

for each i ∈ [p] and for each j ∈ [ri], iu
j
1 is adjacent to vij. Note that by

Proposition 5.2.6, ι(Hi, 2) = ri =
|E(Hi)|+1

3
, for each i ∈ [p]. Let V = ∪p

i=1Vi.

Note that |V | = ∑p
i=1 ri =

∑p
i=1

|E(Hi)|+1
3

=
∑p

i=1
|V (Hi)|

3
= n

3
− 1 = m+1

3
− 1.

For any H ∈ H and any w ∈ N(v), we say that H is linked to w if

wy ∈ E(G) for some y ∈ V (H). If there exists a component Hi, for some

i ∈ [p], such that Hi is linked to both u and x, then G contains a cycle, and

thus, this contradicts that G is a tree. Thus, for each Hi ∈ H, Hi is linked

to only one neighbour of v; call this neighbour wi. If there exists more than

one vertex in Hi which is adjacent to wi, then G contains a cycle, and thus,

this contradicts that G is a tree. Thus for each Hi ∈ H, there exists just one

edge which links Hi to wi ∈ N(v). Note that u and x cannot be adjacent as

this would create a cycle in G and thus, contradicts that G is a tree. Suppose

dG(u) ≥ 2 and dG(x) ≥ 2. Let y1 ∈ NG(x) \ {v} and let y2 ∈ NG(u) \ {v}.

Suppose y1 ∈ V (Gj
s), for some s ∈ [rj], j ∈ [p], and suppose y2 ∈ V (Gq

t ), for

some t ∈ [rq], q ∈ [p]. Then V \ {vjs, vqt } ∪ {y1, y2} is a k-clique isolating set

of G of size less than m+1
3
, a contradiction. Thus, without loss of generality,

assume that dG(u) = 1. Then for each i ∈ [p], Hi is linked to x by just one

edge. Let D = V ∪ {x}. Then |D| = |V | + 1 = m+1
3
. Consider Hj, for some

j ∈ [p]. Suppose Hj is linked to x by some edge {xy}, where y ∈ V (Gj
s),

for some s ∈ [rj]. If y = ju
s
1, then D \ {vjs} is a k-clique isolating set of

G of size less than m+1
3
, a contradiction. Suppose y = ju

s
2. If rj > 1, then

D \{vjs} is a k-clique isolating set of G of size less than m+1
3
, a contradiction.

If rj = 1, then Hj = (V (Hj), E(Hj)), where V (Hj) = {vj1, ju1
1, ju

1
2}, and
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E(Hj) = {{vj1ju1
1}, {ju1

1ju
1
2}}. In such a case, relabel the vertices of Hj such

that vj1 is relabelled to ju
1
2, ju

1
1 is relabelled to ju

1
1, and ju

1
2 is relabelled to

vj1.

Therefore, for each i ∈ [p], Hi is linked to x by some edge {xy}, where

y = vis, for some s ∈ [ri]. Thus, G[V ∪ {x}] is a tree, and therefore, it is

not difficult to see that G is a 2-clique edge-special graph with 1 +
∑p

i=1 ri

constituents G[N [v]], G1
1, . . . , G

1
r1
, . . . , Gp

1, . . . , G
p
rp , and x is the 2-clique con-

nection of G[N [v]] in G.

Following along the lines of the proof of Theorem 5.2.1, case 1 cannot

occur since otherwise this would create a cycle in G, and thus, contradicts

that G is a tree.

Following along the lines of the proof of Theorem 5.2.1, if the bound is

sharp, then (5.6) is sharp. If (5.6) is sharp, then |D∗
v| = n∗

k+1
= n∗

3
, and

|D′| = n−n∗
k+1

= n−n∗
3

. Since |D′| = n−n∗
k+1

= n−n∗
3

, then |DX | = |X|
k+1

= |X|
3
, and

for each H ∈ H2, |DH | = |V (H)|
k+1

= |V (H)|
3

. Note that for each H ∈ H1 ∪ H2,

H is linked to x by just one edge as otherwise, this would create a cycle

in G, which contradicts the fact that G is a tree. Now for each component

H ∈ H1∪H2, since G is a tree andH is a subgraph of G, thenH is also a tree.

Note that since G is a tree, {H ∈ H1 : H � C5} = ∅, and thus, h′
1 = 0. Since

|DX | = |X|
k+1

= |X|
3
, then |DX | = 1 + h′

1 =
1+5h′1+2(h1−h′1)

3
= |X|

k+1
= |X|

3
, but

since h′
1 = 0, then |DX | = 1 = 1+2h1

3
, and therefore, h1 = 1. Therefore, G[X]

is a 2-clique edge-special graph with 1 2-clique constituent. Note therefore,

that |DX | = 1 = |X|
3

= |V (G[X])|
3

= |E(G[X])|+1
3

. Since for each H ∈ H2, H is a

tree, then |E(H)| = |V (H)| − 1 for each H ∈ H2. Thus, for each H ∈ H2,

|DH | = |V (H)|
3

= |E(H)|+1
3

, and therefore, by the induction hypothesis, for
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each H ∈ H2, H is a 2-clique edge-special graph. Since the component

G∗
v is a subgraph of G and G is a tree, then G∗

v is also a tree, and thus,

|E(G∗
v)| = |V (G∗

v)| − 1. Therefore, |D∗
v| = n∗

3
= |V (G∗v)|

3
= |E(G∗v)|+1

3
, and thus,

by the induction hypothesis, G∗
v is a 2-clique edge-special graph.

Let H2 = {H1, . . . , Hp}. For each i ∈ [p], let Hi have ri 2-clique con-

stituents Gi
1, . . . , G

i
ri
. For each i ∈ [p], let Vi = {vi1, . . . , viri} be the set of

the 2-clique connections of Gi
1, . . . , G

i
ri
in Hi. Also, for each i ∈ [p] and for

each j ∈ [ri], let V (Gi
j) \ {vij} = {iuj

1, iu
j
2}. We can assume that for each

i ∈ [p] and for each j ∈ [ri], iu
j
1 is adjacent to vij. Note that by Propo-

sition 5.2.6, ι(Hi, 2) = ri = |E(Hi)|+1
3

, for each i ∈ [p]. Let V = ∪p
i=1Vi.

Let G[X] = (V (G[X]), E(G[X])) where V (G[X]) = {x, y1, y2}, for some

y1, y2 ∈ V (G), and E(G[X]) = {{xy1}, {y1y2}}. Let G∗
v have r∗ 2-clique con-

stituents G1, . . . , Gr∗ . Let {v1, . . . , vr∗} be the set of the 2-clique connections

of G1, . . . , Gr∗ in G∗
v. For each j ∈ [r∗], let V (Gj) \ {vj} = {uj

1, u
j
2}. We

can assume that for each j ∈ [r∗], vj is adjacent to uj
1. Note that by Propo-

sition 5.2.6, ι(G∗
v, 2) = r∗ = |E(G∗v)|+1

3
. Let D′′ = {x} ∪ {v1, . . . , vr∗} ∪ V .

Since (5.6) is sharp, then |D′′| = 1 + r∗ =
∑p

i=1 ri = m+1
3
. Recall that

dG(v) = 2, thus we can let NG(v) = {u, x}, for some u ∈ V (G). Note that

since N [v] \ {x} ⊆ V (G∗
v), then u ∈ V (G∗

v). Note also that dG∗v(v) = 1, and

thus, v is only adjacent to u in G∗
v. Suppose r∗ > 1, then since dG∗v(v) = 1,

then v = uj
2 for some j ∈ [r∗]. Thus, D′′ \ {vj} is a k-clique isolating set

of G of size less than m+1
3
, a contradiction. Therefore, r∗ = 1. That is,

G∗
v = G1. Then G∗

v = (V (G∗
v), E(G∗

v)), where V (G∗
v) = {v1, u1

1, u
1
2}, and

E(G∗
v) = {{v1u1

1}, {u1
1u

1
2}}. We can assume that v = v1, (if v = u1

2, then

relabel the vertices of G∗
v such that v1 is relabelled to u1

2, u1
1 is relabelled to
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u1
1, and u1

2 is relabelled to v1). Recall that for each H ∈ H2, H is linked

to x by just one edge. Consider Hj ∈ H2. Suppose Hj is linked to x by

some edge {xy}, for some y ∈ V (Hj). Then y ∈ V (Gj
s), for some s ∈ [rj].

Suppose y ∈ V (Gj
s) \ {vjs}. If y = ju

s
1, then D′′ \ {vjs} is a k-clique isolat-

ing set of G of size less than m+1
3
, a contradiction. Suppose y = ju

s
2. If

rj > 1, then D′′ \ {vjs} is a k-clique isolating set of G of size less than m+1
3
.

If rj = 1, then Hj = (V (Hj), E(Hj)), where V (Hj) = {vj1, ju1
1, ju

1
2}, and

E(Hj) = {{vj1ju1
1}, {ju1

1ju
1
2}}. In such a case, relabel the vertices of Hj such

that vj1 is relabelled to ju
1
2, ju1

1 is relabelled to ju
1
1, and ju

1
2 is relabelled to v

j
1.

Therefore, for each i ∈ [p], Hi is linked to x by some edge {xy}, where y = vjs,

for some s ∈ [ri]. Thus, G[D′′] is a tree, and therefore, it is not difficult to see

that G is a 2-clique edge-special graph with 1+r∗+
∑p

i=1 ri = 2+
∑p

i=1 ri con-

stituents G[X], G∗
v, G

1
1, . . . , G

1
r1
, . . . , Gp

1, . . . , G
p
rp . Note that x is the 2-clique

connection of G[X] in G, v1 is the 2-clique connection of G∗
v in G, and for

each j ∈ [p], s ∈ [rj], vjs is the 2-clique connection of Gj
s in G.

So suppose k ≥ 3. Suppose m ≤ 4. If m ≤ 3, then since k ≥ 3 and G is

different from Kk, then ι(G, k) = 0. Suppose m = 4. If k ≥ 4, then ι(G, k) =

0. If k = 3 and C3(G) = ∅, then ι(G, 3) = 0 < m+1

(k2)+2
. If k = 3 and C3(G) 	= ∅,

then since G is connected, G = (V (G), E(G)), where V (G) = {v1, v2, v3, v4}

and E(G) = {v1v2, v1v3, v2v3, v3v4}. Thus, ι(G, 3) = 1 = 4+1

(32)+2
= m+1

(k2)+2
.

Note that in such a case, G is a 3-clique edge-special graph with 1 3-clique

constituent. We proceed by induction on m. If Ck(G) = ∅, then ι(G, k) = 0.

Suppose Ck(G) 	= ∅. Let C ∈ Ck(G). Then since G is connected and G is

not a k-clique, there exists a vertex v ∈ C such that NG[v] \ C 	= ∅. Let

u ∈ NG[v] \C. Note that E(C)∪ {uv} ⊆ EG(NG[v]). If V (G) = NG[v], then
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{v} is a k-clique isolating set of G, so ι(G, k) = 1 ≤ m+1

(k2)+2
. If the bound is

sharp, then m =
(
k
2

)
+ 1, and thus, G is a k-clique edge-special graph with

1 k-clique constituent. Suppose V (G) 	= NG[v]. Let G′ = G − NG[v] and

m′ = |E(G′)|. Then,

m ≥ m′ +
(
k

2

)
+ 1

and V (G′) 	= ∅. Let H be the set of components of G′ and let H′ = {H ∈

H : H � Kk}. By the induction hypothesis,

ι(H, k) ≤ |E(H)|+ 1(
k
2

)
+ 2

for each H ∈ H\H′.

Now for each component H ∈ H, there exists at least one edge eH ∈ E(G)

such that eH is incident to a vertex in NG(v) and incident to a vertex in

the component. Trivially, {eH : H ∈ H} ∩ (E(C) ∪ {uv}) = ∅, and for each

H ∈ H, eH /∈ E(H). Therefore, we have

m ≥ |E(C)∪{uv}|+
∑
H∈H

|E(H)∪ eH | =
(
k

2

)
+1+

∑
H∈H

(|E(H)|+1). (5.7)

Thus, we get ∑
H∈H

(|E(H)|+ 1) ≤ m−
(
k

2

)
− 1. (5.8)
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If H′ = ∅, then, by Lemmas 5.3.1 and 5.3.2,

ι(G, k) ≤ 1 + ι(G′, k) = 1 +
∑
H∈H

ι(H, k)

≤ 1 +
∑
H∈H

|E(H)|+ 1(
k
2

)
+ 2

=

(
k
2

)
+ 2 +

∑
H∈H(|E(H)|+ 1)(
k
2

)
+ 2

≤
(
k
2

)
+ 2 + (m−

(
k
2

)
− 1)(

k
2

)
+ 2

=
m+ 1(
k
2

)
+ 2

. (5.9)

If the bound is sharp, then (5.7), (5.8), and (5.9) are sharp. Since (5.7) is

sharp, for each H ∈ H, there exists only one edge eH which is incident to a

vertex in NG(v) and incident to a vertex in V (H). Since (5.9) is sharp, then

for each H ∈ H, ι(H, k) = |E(H)|+1

(k2)+2
. Thus, by the induction hypothesis, for

each H ∈ H, H is a k-clique edge-special graph. Let H = {H1, . . . , Hp}. For

each i ∈ [p], let Hi have ri k-clique constituents Gi
1, . . . , G

i
ri
. For each i ∈ [p],

let Vi = {vi1, . . . , viri} be the set of the k-clique connections of Gi
1, . . . , G

i
ri

in Hi. Also, for each i ∈ [p] and for each j ∈ [ri], let V (Gi
j) \ {vij} =

{iuj
1, . . . , iu

j
k}. We can assume that for each i ∈ [p] and for each j ∈ [ri], iu

j
1

is adjacent to vij. Note that by Proposition 5.2.6, ι(Hi, k) = ri =
|E(Hi)|+1

(k2)+2
,

for each i ∈ [p]. Note also that since (5.7) is sharp, then NG[v] = C ∪ {u}

and u is only adjacent to v in C. Let NG(v) = {v1, . . . , vk−1, u} where

{v1, . . . , vk−1} ∪ {v} = C. Let V = ∪i∈[p]Vi, and let D = V ∪ {u}. Then it

is not difficult to see that D is a k-clique isolating set of G and since (5.9) is

sharp, |D| = 1 + |V | = 1 +
∑p

i=1 |Vi| = 1 +
∑p

i=1 ri = 1 +
∑p

i=1
|E(Hi)|+1

(k2)+2
=

m+1

(k2)+2
= ι(G, k).

Let Hi ∈ H and consider eHi
. Suppose eHi

= {vs, vij}, for some s ∈ [k−1],

j ∈ [ri]. Then V is a k-clique isolating set of G of size less than ι(G, k), a
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contradiction. Suppose eHi
= {vs, iuj

l }, for some s ∈ [k − 1], j ∈ [ri], l ∈ [k].

Then D \ {vij, u} ∪ {vs} is a k-clique isolating set of G of size less than

ι(G, k), a contradiction. Thus, the vertex in NG(v) which eHi
is incident

to, is u. Since Hi is arbitrary, this is true for all i ∈ [p]. Suppose now

that eHi
= {u, iuj

l }, for some j ∈ [ri], l ∈ [k]. Then D \ {vij} is a k-clique

isolating set of G of size less than ι(G, k), a contradiction. Therefore, for

each i ∈ [p], eHi
= {u, vij}, for some j ∈ [ri]. Thus, G[V ∪ {u}] is a tree,

and therefore, it is not difficult to see that G is a k-clique edge-special graph

with 1 +
∑p

i=1 ri constituents G[N [v]], G1
1, . . . , G

1
r1
, . . . , Gp

1, . . . , G
p
rp , and u is

the k-clique connection of G[N [v]] in G.

Suppose H′ 	= ∅. Since G is connected, each member of H is linked to at

least one member of NG(v). One of Case 1 and Case 2 below holds.

Case 1: For each H ∈ H′, H is linked to at least two members of N(v).

Let H ′ ∈ H′ and x ∈ N(v) such that H ′ is linked to x. Let Hx be the set of

members of H that are linked to x only. Then,

Hx ⊆ H\H′,

and hence, by the induction hypothesis, each member H of Hx has a k-clique

isolating set DH with |DH | ≤ |E(H)|+1

(k2)+2
.

Let X = {x} ∪ V (H ′) and G∗ = G −X. Then, G∗ has a component G∗
v

with N [v]\{x} ⊆ V (G∗
v), and the other components of G∗ are the members of

Hx. Let D∗
v be a k-clique isolating set of G∗

v with |D∗
v| = ι(G∗

v, k). Since H ′ is

linked to x, xy ∈ E(G) for some y ∈ V (H ′). Since H ′ is linked to at least two
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members ofN(v), then there exists an edge x′y′ 	= xy such that x′ ∈ N(v) and

y′ ∈ V (H ′). Let D′ = {y}. Then X ⊆ NG[D
′], E(H ′) ∪ {xy} ⊆ EG(NG[y]),

and |D′| = 1 = |E(H′)∪{xy}|+1

(k2)+2
. Let GX = G[X], then since V (GX) ⊆ NG[D

′],

D′ is a k-clique isolating set of GX . Let D = D′ ∪ D∗
v ∪

⋃
H∈Hx

DH . Since

the components of G∗ are G∗
v and the members of Hx, we have V (G) =

X ∪ V (G∗
v) ∪

⋃
H∈Hx

V (H), and, since X ⊆ NG[D
′], D is a k-clique isolating

set of G. For each component H of Hx, let eH ∈ E(G) be one edge which

links the component to x. Thus, we have

m ≥ |E(G∗
v) ∪ {vx}|+ |E(H ′) ∪ {xy} ∪ {x′y′}|+

∑
H∈Hx

|E(H) ∪ eH |

= |E(G∗
v)|+ 1 +

(
k

2

)
+ 2 +

∑
H∈Hx

(|E(H)|+ 1). (5.10)

Therefore,

ι(G, k) ≤ |D| = |D∗
v|+ |D′|+

∑
H∈Hx

|DH |

≤ |D∗
v|+

|E(H ′) ∪ {xy}|+ 1(
k
2

)
+ 2

+
∑
H∈Hx

|E(H)|+ 1(
k
2

)
+ 2

. (5.11)

Subcase 1.1: G∗
v is not a k-clique.

Then |D∗
v| ≤ |E(G∗v)|+1

(k2)+2
, by the induction hypothesis. Therefore, by (5.11) and

106



(5.10),

ι(G, k) ≤ |E(G∗
v)|+ 1(

k
2

)
+ 2

+
|E(H ′) ∪ {xy}|+ 1(

k
2

)
+ 2

+
∑
H∈Hx

|E(H)|+ 1(
k
2

)
+ 2

=
|E(G∗

v)|+ 1 + |E(H ′) ∪ {xy}|+ 1 +
∑

H∈Hx
(|E(H)|+ 1)(

k
2

)
+ 2

=
|E(G∗

v)|+ 1 + (
(
k
2

)
+ 1) + 1 +

∑
H∈Hx

(|E(H)|+ 1)(
k
2

)
+ 2

≤ m(
k
2

)
+ 2

<
m+ 1(
k
2

)
+ 2

.

Subcase 1.2: G∗
v is a k-clique.

Since |N [v]| ≥ k+1 and N [v]\{x} ⊆ V (G∗
v), we have V (G∗

v) = N [v]\{x}. Let

Y = (X ∪ V (G∗
v))\{v, x, y}. Let GY = G− {v, x, y}. Then, the components

of GY are the components of G[Y ] and the members of Hx.

If G[Y ] has no k-clique, then, since v, y ∈ N [x], {x} ∪ ⋃
H∈Hx

DH is a

k-clique isolating set of G, by (5.10),

m ≥ 2(

(
k

2

)
+ 1) + 1 +

∑
H∈Hx

(|E(H)|+ 1),

and thus,

ι(G, k) ≤ 1 +
∑
H∈Hx

|DH | <
2(
(
k
2

)
+ 1)(

k
2

)
+ 2

+
∑
H∈Hx

|E(H)|+ 1(
k
2

)
+ 2

=
2(
(
k
2

)
+ 1) +

∑
H∈Hx

(|E(H)|+ 1)(
k
2

)
+ 2

≤ m− 1(
k
2

)
+ 2

<
m+ 1(
k
2

)
+ 2

.

Suppose that G[Y ] has a k-clique CY . We have

V (CY ) ⊆ (V (G∗
v)\{v}) ∪ (V (H ′)\{y}). (5.12)
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Thus, |V (CY ) ∩ V (G∗
v)| = |V (CY )\(V (H ′)\{y})| ≥ k − (k − 1) = 1 and

|V (CY ) ∩ V (H ′)| = |V (CY )\(V (G∗
v)\{v})| ≥ k − (k − 1) = 1. Let z ∈

V (CY ) ∩ V (G∗
v) and Z = V (G∗

v) ∪ V (CY ). Since z is a vertex of each of the

k-cliques G∗
v and CY ,

Z ⊆ N [z]. (5.13)

We have

|Z| = |V (G∗
v)|+ |V (CY )\V (G∗

v)| = k + |V (CY ) ∩ V (H ′)| ≥ k + 1. (5.14)

Let GZ = G − Z. Then, V (GZ) = {x} ∪ (V (H ′)\V (CY )) ∪
⋃

H∈Hx
V (H).

We have that the components of GZ − x are GZ [V (H ′)\V (CY )] (which is a

clique) and the members of Hx, y ∈ V (H ′)\V (CY ) (by (5.12)), y ∈ NGZ
[x],

and, by the definition of Hx, NGZ
(x) ∩ V (H) 	= ∅ for each H ∈ Hx. Thus,

GZ is connected, and, if Hx 	= ∅, then GZ is not a clique.

Suppose Hx 	= ∅. By the induction hypothesis, ι(GZ , k) ≤ |E(GZ)|+1

(k2)+2
. Let

DGZ
be a k-clique isolating set of GZ of size ι(GZ , k). Since Z ⊆ N [z],

{z}∪DGZ
is a k-clique isolating set of G. Now since the k-cliques G∗

v and CY

can intersect on at most k−1 vertices, we have that |E(G∗
v)∩E(CY )| ≤

(
k−1
2

)
,

and thus, |E(G∗
v)∪E(CY )| = |E(G∗

v)|+ |E(CY )|− |E(G∗
v)∩E(CY )| ≥ 2

(
k
2

)
−(

k−1
2

)
=

(
k
2

)
+ k − 1. (By applying the well known fact

(
p+1
q

)
=

(
p
q

)
+

(
p

q−1

)
with p = k − 1 and q = 2). Therefore, we have

m ≥ |E(G∗
v) ∪ E(CY )|+ |{vx}|+ |E(GZ)| ≥

(
k

2

)
+ k − 1 + 1 + |E(GZ)|.
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Thus, we have

ι(G, k) ≤ 1 + ι(GZ , k) ≤
(
k
2

)
+ k − 1(
k
2

)
+ 2

+
|E(GZ)|+ 1(

k
2

)
+ 2

≤ m(
k
2

)
+ 2

<
m+ 1(
k
2

)
+ 2

.

Now suppose Hx = ∅. Then, G∗ = G∗
v, so V (G) = V (G∗

v) ∪ {x} ∪ V (H ′).

Recall that H ′ is a k-clique. Then, n = 2k + 1. By (5.13), |V (G−N [z])| ≤

|V (G − Z)| = n − |Z| = 2k + 1 − |Z|. Suppose |Z| ≥ k + 2. Then, |V (G −

N [z])| ≤ k − 1, and hence {z} is k-clique isolating set of G. Note that in

this case m ≥ 2
(
k
2

)
+ 3 since H ′ is linked to at least 2 neighbours of NG(v).

Thus, ι(G, k) = 1 < 2 =
(2(k2)+3)+1

(k2)+2
≤ m+1

(k2)+2
. Now suppose |Z| ≤ k+1. Then,

by (5.14), |Z| = k + 1 and |V (CY ) ∩ V (H ′)| = 1. Let z′ be the element of

V (CY ) ∩ V (H ′), and let Z ′ = V (CY ) ∪ V (H ′). Since z′ is a vertex of each of

the k-cliques CY and H ′, Z ′ ⊆ N [z′]. We have |Z ′| = |V (CY )| + |V (H ′)| −

|V (CY ) ∩ V (H ′)| = 2k − 1 and |V (G − N [z′])| ≤ |V (G − Z ′)| = n − |Z ′| =

(2k + 1)− (2k − 1) = 2. Therefore, {z′} is a k-clique isolating set of G, and

since m ≥ 2
(
k
2

)
+ 3, ι(G, k) = 1 < 2 =

(2(k2)+3)+1

(k2)+2
≤ m+1

(k2)+2
.

Case 2: For some x ∈ NG(v) and some H ′ ∈ H′, H ′ is linked to x only.

LetH1 = {H ∈ H′ : H is linked to x only} andH2 = {H ∈ H\H′ : H is linked

to x only}. Let h1 = |H1| and h2 = |H2|. Since H ′ ∈ H1, h1 ≥ 1. For each

H ∈ H1∪H2, yH ∈ N(x) for some yH ∈ V (H). Let X = {x}∪⋃
H∈H1

V (H).

Let DX = {x}. Then DX is a k-clique isolating set of G[X]. So,

|DX | = 1 ≤
|⋃H∈H1

(E(H) ∪ {xyH})|+ 1(
k
2

)
+ 2

=
h1(

(
k
2

)
+ 1) + 1(

k
2

)
+ 2

.

Let G∗ = G−X. Then, G∗ has a component G∗
v with N [v]\{x} ⊆ V (G∗

v),
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and the other components of G∗ are the members of H2. By the induction

hypothesis, ι(H, k) ≤ |E(H)|+1

(k2)+2
for each H ∈ H2. For each H ∈ H2, let DH

be a k-clique isolating set of size ι(H, k).

If G∗
v is a k-clique, then let D∗

v = {x}. If G∗
v is not a k-clique , then, by the

induction hypothesis, G∗
v has a k-clique isolating setD∗

v with |D∗
v| ≤ |E(G∗v)|+1

(k2)+2
.

Let D = D∗
v ∪ DX ∪ ⋃

H∈H2
DH . By the definition of H1 and H2, the

components of G − x are G∗
v and the members of H1 ∪ H2. Thus, D is a

k-clique isolating set of G since x ∈ D, v ∈ V (G∗
v) ∩ NG[x], and DX is a

k-clique isolating set of G[X]. Note that

m ≥ |E(G∗
v) ∪ {vx}|+ |

⋃
H∈H1

(E(H) ∪ {xyH})|+ |
⋃

H∈H2

(E(H) ∪ {xyH})|

= |E(G∗
v)|+ 1 + h1(

(
k

2

)
+ 1) +

∑
H∈H2

(|E(H)|+ 1). (5.15)

If G∗
v is a k-clique, then D = D∗

v ∪DX ∪⋃
H∈H2

DH = {x} ∪⋃
H∈H2

DH ,

and thus, from (5.15),

m ≥
(
k

2

)
+ 1 + h1(

(
k

2

)
+ 1) +

∑
H∈H2

(|E(H)|+ 1).
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Therefore,

ι(G, k) ≤ |D| = 1 +
∑
H∈H2

|DH | ≤ 1 +
∑
H∈H2

|E(H)|+ 1(
k
2

)
+ 2

<
(h1 + 1)(

(
k
2

)
+ 1)(

k
2

)
+ 2

+
∑
H∈H2

|E(H)|+ 1(
k
2

)
+ 2

=

(
k
2

)
+ 1 + h1(

(
k
2

)
+ 1) +

∑
H∈H2

(|E(H)|+ 1)(
k
2

)
+ 2

≤ m(
k
2

)
+ 2

<
m+ 1(
k
2

)
+ 2

.

If G∗
v is not a k-clique, then D = D∗

v ∪DX ∪⋃
H∈H2

DH , and by (5.15),

ι(G, k) ≤ |D| = |D∗
v|+ |DX |+

∑
H∈H2

|DH |

≤ |E(G∗
v)|+ 1(

k
2

)
+ 2

+ 1 +
∑
H∈H2

|E(H)|+ 1(
k
2

)
+ 2

≤ |E(G∗
v)|+ 1(

k
2

)
+ 2

+
h1(

(
k
2

)
+ 1) + 1(

k
2

)
+ 2

+
∑
H∈H2

|E(H)|+ 1(
k
2

)
+ 2

=
|E(G∗

v)|+ 1 + h1(
(
k
2

)
+ 1) + 1 +

∑
H∈H2

(|E(H)|+ 1)(
k
2

)
+ 2

≤ m+ 1(
k
2

)
+ 2

. (5.16)

If the bound is sharp, then (5.15) and (5.16) are sharp, and thus, we have

that for each H ∈ H2, |DH | = |E(H)|+1

(k2)+2
, |D∗

v| = |E(G∗v)|+1

(k2)+2
, and since |DX | = 1,

h1 = 1.

Since for each H ∈ H2, ι(H, k) = |E(H)|+1

(k2)+2
, then by the induction hy-

pothesis, for each H ∈ H2, H is a k-clique edge-special graph. Let H2 =
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{H1, . . . , Hp}. For each i ∈ [p], letHi have ri k-clique constituentsGi
1, . . . , G

i
ri
.

For each i ∈ [p], let Vi = {vi1, . . . , viri} be the set of the k-clique connec-

tions of Gi
1, . . . , G

i
ri
in Hi. Also, for each i ∈ [p] and for each j ∈ [ri], let

V (Gi
j) \ {vij} = {iuj

1, . . . , iu
j
k}. We can assume that for each i ∈ [p] and for

each j ∈ [ri], iu
j
1 is adjacent to vij. Note that by Proposition 5.2.6, ι(Hi, k) =

ri =
|E(Hi)|+1

(k2)+2
, for each i ∈ [p]. Let V = ∪i∈[p]Vi. Since, |D∗

v| = |E(G∗v)|+1

(k2)+2
, then

by the induction hypothesis, G∗
v is a k-clique edge-special graph. Let G∗

v have

r∗ k-clique constituents G1, . . . , Gr∗ . Let {v1, . . . , vr∗} be the set of the k-

clique connections of G1, . . . , Gr∗ in G∗
v. For each j ∈ [r∗], let V (Gj)\{vj} =

{uj
1, . . . , u

j
k}. We can assume that for each j ∈ [r∗], vj is adjacent to uj

1. Note

that by Proposition 5.2.6, ι(G∗
v, k) = r∗ = |E(G∗v)|+1

(k2)+2
. Now since h1 = 1, let

H1 = {H ′}. Let V (H ′) = {y1, . . . , yk} and without loss of generality, assume

x is adjacent to y1, that is, yH′ = y1. Let D′ = V ∪{v1, . . . , vr∗}∪{x}. Since

(5.16) is sharp, then |D′| = ∑p
i=1 ri + r∗ + 1 = m+1

(k2)+2
.

Let Hi ∈ H2 and consider yHi
. If yHi

= iu
j
l for some l ∈ [k], j ∈ [ri], then

D′\{vij} is a k-clique isolating set of G of size less than m+1

(k2)+2
, a contradiction.

Therefore, for each Hi ∈ H2, yHi
= vij, for some j ∈ [ri].

Now consider G∗
v. Since (5.15) is sharp, then G∗

v is linked to x only via

the edge {vx}. Consider the vertex v. If v = uj
l for some l ∈ [k], j ∈ [r∗],

then D′ \ {vj} is a k-clique isolating set of G of size less than m+1

(k2)+2
. Thus,

v = vj for some j ∈ [r∗].

Finally note that G[D] is a tree. Therefore, G is a k-clique edge-special

graph with 1 + r∗ +
∑p

i=1 ri constituents G[X], G1, . . . , Gr∗ , G
1
1, . . . , G

1
r1
, . . . ,

Gp
1, . . . , G

p
rp . This completes the proof. �
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Theorem 5.2.8. If G is a connected graph, n = |V (G)|, and Δ = Δ(G),

then

ι′(G, k) ≤ n−Δ− 1 + k

k
.

Proof of Theorem 5.2.8. Clearly, n ≥ Δ + 1. If G does not contain a

clique of k vertices, then ι′(G, k) = 0 ≤ n−Δ−1+k
k

. Thus, suppose that G has a

clique of k vertices. We let G1 = G. Choose a vertex x1 which has maximum

degree in G1. Then, delete its closed neighbourhood from the graph G1

and denote the resulting graph G1 −NG1 [x1] by G2. If G2 does not contain

k-cliques, then {x1} is an independent k-clique isolating set of G. Thus,

ι′(G, k) = 1 ≤ n−Δ−1+k
k

. If G2 has a clique of k vertices, then choose a vertex

x2 which is in a clique of k vertices of G2. Clearly, |NG2 [x2]| ≥ k. Then,

delete its closed neighbourhood from the graph G2 and denote the resulting

graph G2 −NG2 [x2] by G3. Note that NG1 [x1] ∩NG2 [x2] = ∅. Thus, {x1, x2}

is an independent set. Moreover, n ≥ |NG1 [x1]| + |NG2 [x2]| ≥ Δ + 1 + k.

Thus, if G3 does not contain k-cliques, then {x1, x2} is an independent k-

clique isolating set of G. Thus, ι′(G, k) ≤ 2 ≤ (Δ+1+k)−Δ−1+k
k

≤ n−Δ−1+k
k

. If

G3 has a clique of k vertices, then choose a vertex x3 which is in a clique of

k vertices of G3. Then, delete its closed neighbourhood from the graph G3

and denote the resulting graph G3 − NG3 [x3] by G4. Continuing this way,

we obtain x1, . . . , xr and G1, . . . , Gr+1 such that Gi = Gi−1 −NGi−1
[xi−1] for

each i ∈ [r + 1] \ {1}, and Gr+1 does not contain k-cliques. Note also that

NGi
[xi] ∩ NGj

[xj] = ∅ for every i, j ∈ [r] with i < j. Thus, {x1, ..., xr} is

an independent k-clique isolating set of G. Now since x1 was chosen to be a
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vertex of maximum degree in G1 = G, then |NG1 [x1]| = Δ+1. Also, since xi

is in a clique of k vertices of Gi for i ∈ [r] \ {1}, we have that |NGi
[xi]| ≥ k

for each i ∈ [r] \ {1}. Thus, we have

n ≥ |NG1 [x1]|+ |NG2 [x2]|+ · · ·+ |NGr [xr]| ≥ Δ+ 1 + (r − 1)k,

and therefore,

ι′(G, k) ≤ r ≤ n−Δ− 1 + k

k
.

This completes the proof. �
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Chapter 6

Irregular independence

6.1 Introduction

In this chapter and the next, we will consider the notions of irregular in-

dependence and irregular domination (respectively) as counterparts of the

notions of regular independence and regular domination (also referred to as

fair domination), which were recently introduced in [17, 18]. In this chapter

and the next, we present our work from our paper in [12]. Definitions and

notation from Chapter 1 will be used.

If A is an independent set of a graph G such that the vertices in A have

pairwise different degrees, then we call A an irregular independent set of

G. The size of a largest irregular independent set of G will be called the

irregular independence number of G and will be denoted by αir(G). If A is

an independent set of a graph G such that the vertices in A have the same

degree, then A is called a regular independent set of G. The size of a largest

regular independent set of G is called the regular independence number of G
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and is denoted by αreg(G).

The regular independence number was first introduced by Albertson and

Boutin in [3]. They proved lower bounds for planar graphs, maximal planar

graphs, bounded-degree graphs and trees. Recently, Caro, Hansberg and

Pepper [18] generalised the regular independence number by introducing the

regular k-independence number αk−reg(G) of a graph G, and they generalized

the results in [3] and found lower bounds for the regular k-independence

numbers of trees, forests, planar graphs, k-trees and k-degenerate graphs.

Guo, Zhao, Lai and Mao [28] obtained the exact values of the regular k-

independence numbers of some special classes of graphs, and they established

some lower bounds and upper bounds for line graphs and trees with a given

diameter. They also obtained results of Nordhaus–Gaddum [45] type.

Unless specified otherwise, we make use of the following notation: n =

|V (G)|, m = |E(G)|, d(v) = |N(v)|, δ(G) = min{d(v) : v ∈ V (G)}, Δ(G) =

max{d(v) : v ∈ V (G)}.

For a graph G and a subset A of V (G), E(A, V (G)\A) denotes the set of

edges of G which have one vertex in A and the other in V (G)\A. We denote

by e(A, V (G)\A) the size of E(A, V (G)\A). We define the max-cut of G,

denoted by β(G), as β(G) = max{e(A, V (G)\A) : A ⊆ V (G)}.

We provide several sharp bounds for αir(G). Our results are given in the

next two sections. In Section 6.3, we study the particularly interesting case

when αir(G) = 1. In Section 6.4, we obtain the Nordhaus-Gaddum type

results for the irregular independence number.
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6.2 Results

In this section, we provide various bounds for αir(G). We start with bounds

in terms of basic graph parameters.

For any graph G, we denote by span(G) the number of distinct values in

the degree sequence of G. More formally, span(G) = |{d(v) : v ∈ V (G)}|.

Clearly, span(G) ≤ Δ− δ + 1.

Theorem 6.2.1. If G is a graph, n = |V (G)|, m = |E(G)|, δ = δ(G) and

Δ = Δ(G), then

1 ≤ αir(G) ≤ min

{
Δ− δ + 1,

⌊
n− δ + 1

2

⌋
,

⌊
1 +

√
2n2 − 2n− 4m+ 1

2

⌋}
.

Moreover, the bounds are sharp.

Proof. We have αir(G) ≥ 1 as {v} is an irregular independent set for each

v ∈ V (G). Clearly, αir(G) ≤ span(G) ≤ Δ − δ + 1. Let A be a largest

irregular independent set. Let v1, . . . , vt be the distinct vertices of A with

δ ≤ d(v1) < · · · < d(vt). Thus, δ + t − 1 ≤ d(vt) ≤ |V (G)\A| = n − t, from

which we get t ≤
⌊
n−δ+1

2

⌋
. Let B = V (G)\A. We have

m = |E(G[B])|+
∑
v∈A

d(v) ≤ 1

2
(n− t)(n− t− 1) +

t∑
i=1

(n− 2t+ i)

=
1

2
(n− t)(n− t− 1) +

t

2
(2n− 3t+ 1),

so 2t2−2t+(n+2m−n2) ≤ 0, and hence αir(G) ≤ 1
2

(
1 +

√
2n2 − 2n− 4m+ 1

)
.

This establishes the bound in the theorem.

The lower bound is attained if G is regular. We now show that the upper
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bound is sharp. Let r and t be positive integers.

If G is the union of t vertex-disjoint graphs G1, . . . , Gt such that Gi is a

copy of Kr+i−1 for each i ∈ [t], then αir(G) = Δ− δ + 1.

Let k = r+ t−1. Suppose that G is constructed as follows: let v1, . . . , vt,

w1, . . . , wk be the distinct vertices of G, and, for each i ∈ [t], form exactly

r + i − 1 distinct edges of the form {vi, wj}. Let A = {v1, . . . , vt} and

B = {w1, . . . , wk}. Since A is an irregular independent set of G, αir(G) ≥ t.

But αir(G) ≤ �n−δ+1
2

� = � (δ+2t−1)−δ+1
2

� = t. Thus, αir(G) = �n−δ+1
2

�.

Let r ≥ t. Suppose that G is constructed as follows: let v1, . . . , vt, w1, . . . ,

wr be the distinct vertices of G, form a complete graph on the vertices

w1, . . . , wr, and, for each i ∈ [t], form exactly r−t+i distinct edges of the form

{vi, wj}. Let A = {v1, . . . , vt}. Since A is an irregular independent set of G,

t ≤ αir(G). We havem = 1
2
r(r−1)+

∑t
i=1(r−t+i) = 1

2
r(r−1)+ 1

2
t(2r−t+1).

Since n = r+ t, 2m = (n− t)(n− t− 1) + t(2n− 3t+1) = n2 − n− 2t2 +2t.

By the established bound, αir(G) ≤ 1
2

(
1 +

√
2n2 − 2n− 4m+ 1

)
≤ t. Since

αir(G) ≥ t, αir(G) = 1
2

(
1 +

√
2n2 − 2n− 4m+ 1

)
. �

We also have

αir(G) ≤
−2δ + 1 +

√
(2δ − 1)2 + 8m

2
. (6.1)

This is immediate from our next result, the proof of which also shows that

(6.1) is sharp.
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Theorem 6.2.2. If G is a graph, δ = δ(G) and β = β(G), then

αir(G) ≤
−2δ + 1 +

√
(2δ − 1)2 + 8β

2
.

Moreover, the bound is sharp.

Proof. Let t = αir(G). Let A be an irregular independent set of G of size t,

and let v1, . . . , vt be the distinct vertices in A. We have β ≥ e(A, V (G)\A) =∑t
i=1 d(vi) ≥

∑t−1
i=0(δ+ i) = 1

2
t(2δ+ t−1), so 0 ≥ t2+(2δ−1)t−2β. Solving

the quadratic inequality, we obtain t ≤ 1
2

(
−2δ + 1 +

√
(2δ − 1)2 + 8β

)
.

We now prove that the bound is sharp. Let r and t be positive integers

such that t(t−1) ≥ 2r(r−1). Let k = r+t−1. Let mod∗ be the usual modulo

operation with the exception that, for every two positive integers a and b,

ba mod∗ a is a instead of 0. Let s0 = 0, and let si =
∑i−1

j=0(r+ j) for each i ∈

[t]. Suppose that G is constructed as follows: let v1, . . . , vt, w1, . . . , wk be the

distinct vertices of G, and, for each i ∈ [t], let vi be adjacent to the vertices in

{wj mod∗ k : j ∈ [si−1+1, si]}. Thus, v1 is adjacent to w1, . . . , wr, v2 is adjacent

to wr+1, . . . , w2r+1, v3 is adjacent to w2r+2, . . . , w3r+3, and so on, where the

indices are taken mod∗ k. By construction, d(wk) = min{d(wj) : j ∈ [k]}.

Let A = {v1, . . . , vt} and B = {w1, . . . , wk}. Since G is a bipartite graph with

partite sets A and B, we have β = m = e(A,B) =
∑t

i=1 d(vt) = st =
1
2
t(2r+

t− 1). We also have m =
∑k

j=1 d(wj) ≥ d(wk)k, so 1
2
t(2r + t− 1) ≤ d(wk)k,

and hence d(wk) ≥ t(2r+t−1)
2k

= t(2r+t−1)
2(r+t−1)

. If we assume that t(2r+t−1)
2(r+t−1)

< r, then

we get a contradiction to the condition t(t−1) ≥ 2r(r−1). Thus, d(wk) ≥ r.

Since min{d(vi) : i ∈ [t]} = d(v1) = r ≤ d(wk) = min{d(wj) : j ∈ [k]},

δ = d(v1) = r. Now A is an irregular independent set of G, so αir(G) ≥ t.
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By the bound in the theorem,

αir(G) ≤
−2δ + 1 +

√
(2δ − 1)2 + 8β

2

=
−2r + 1 +

√
(2r − 1)2 + 4t(2r + t− 1)

2

=
−2r + 1 +

√
(2r + 2t− 1)2

2
= t.

Since αir(G) ≥ t, αir(G) = 1
2

(
−2δ + 1 +

√
(2δ − 1)2 + 8β

)
. �

Our next result provides inequalities relating αir(G) to αreg(G).

Theorem 6.2.3. For any graph G on n vertices,

(i) 2 ≤ αir(G) + αreg(G) ≤ n+ 1,

(ii) α(G) ≤ αir(G)αreg(G) ≤ (α(G))2,

(iii) if n ≥ 4, then 1 ≤ αir(G)αreg(G) ≤ �n
2
�
n

2
�.

Moreover, the following assertions hold:

(a) The bounds are sharp.

(b) The upper bound in (i) is attained if and only if G is empty. Also, for any

integer k with 2 ≤ k ≤ n+1, αir(G)+αreg(G) = k if G = Ek−2∪Kn−k+2.

Proof. Let A be an irregular independent set of G of size αir(G). Let B be a

regular independent set of G of size αreg(G). Let I be a largest independent

set of G.
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(i) Trivially, αir(G) ≥ 1, αreg(G) ≥ 1, and hence the lower bound is

clear. Clearly, |A ∩ B| ≤ 1. We have n ≥ |A ∪ B| = |A| + |B| − |A ∩ B| ≥

αir(G) + αreg(G)− 1, so αir(G) + αreg(G) ≤ n+ 1.

(ii) Let d1, . . . , dr be the distinct degrees of the vertices in I. For each

i ∈ [r], let Di be the set of vertices in I of degree di. Let s = max{|Di| : i ∈

[r]}. We have r ≤ αir(G), s ≤ αreg(G) and α(G) = |I| = |D1|+ · · ·+ |Dr| ≤

rs ≤ αir(G)αreg(G). Trivially, αir(G) ≤ α(G), αreg(G) ≤ α(G), and hence

the upper bound.

(iii) As in (i), the lower bound is trivial. By (i), |A| + |B| ≤ n + 1.

Suppose equality holds. Then G = En by (b), which is proved below. Thus,

|A||B| = n ≤ 
n
2
��n

2
� if n ≥ 4. Now suppose |A| + |B| ≤ n. Then |A||B| ≤

|A|(n − |A|). By differentiating the function f(r) = r(n − r), we see that f

increases as r increases from 0 to n
2
. Thus, |A||B| ≤ �n

2
�(n−�n

2
�) = �n

2
�
n

2
�.

Hence the upper bound.

(a) The lower bounds in (i)–(iii) and the upper bound in (ii) are attained

if G = Kn. The upper bound in (i) is attained if G = En.

We now show that the upper bound in (iii) is sharp. For each of Cases

1–4 below, we construct a graph that attains the bound. Let v1, . . . , vn

be its distinct vertices. If n mod 4 = 0, then let X = {v1, . . . , vn
2
}, let

Y = {vn
2
+1, . . . , vn}, and, for each j ∈ [n/4], let vj be adjacent to exactly

j − 1 vertices in Y , and let vn
2
−j+1 be adjacent to the remaining vertices in

Y . If n mod 4 = 1, then let X = {v1, . . . , vn−1
2
}, let Y = {vn+1

2
+1, . . . , vn},

and, for each j ∈ [(n − 1)/4], let vj be adjacent to exactly j vertices in Y ,

and let vn−1
2

−j+1 be adjacent to the remaining vertices in Y . If n mod 4 = 2,

then let X = {v1, . . . , vn
2
}, let Y = {vn

2
+1, . . . , vn}, let vn

2
be adjacent to each
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vertex in Y , and, for each j ∈ [(n − 2)/4], let vj be adjacent to exactly j

vertices in Y , and let vn
2
−j be adjacent to the remaining vertices in Y . If

n mod 4 = 3, then let X = {v1, . . . , vn+1
2
}, let Y = {vn+3

2
, . . . , vn}, and, for

each j ∈ [(n + 1)/4], let vj be adjacent to exactly j − 1 vertices in Y , and

let vn+1
2

−j+1 be adjacent to the remaining vertices in Y . Suppose that the

resulting graph is G. Then X is an irregular independent set of G, Y is a

regular independent set of G, and |X||Y | = �n
2
�
n

2
�. By the bound in (iii),

αir(G)αreg(G) = �n
2
�
n

2
�.

(b) As stated in (a), the upper bound in (i) is attained in G = En. We

now prove the converse. Thus, suppose αir(G) + αreg(G) = n + 1. Thus,

|A|+ |B| = n+ 1. Recall that |A∩B| ≤ 1. Thus, n ≤ |A|+ |B| − |A∩B| =

|A ∪B| ≤ n, giving |A ∪B| = n and |A ∩B| = 1. Thus, for some v ∈ V (G),

A ∩ B = {v} and A = (V (G)\B) ∪ {v}. If d(v) = 0, then since v ∈ B, all

the vertices of B must have degree 0. Since A and B are independent sets

containing v, v has no neighbours in A∪B. Thus, d(v) = 0 as A∪B = V (G).

Hence d(w) = 0 for each w ∈ B. Now consider any x ∈ V (G)\B. We have

x ∈ A. Since A is independent, N(x) ⊆ B. Since the vertices in B have no

neighbours, N(x) = ∅. Thus, G is empty, as required.

It is easy to check that αir(G) + αreg(G) = k if G = Ek−2 ∪Kn−k+2 with

2 ≤ k ≤ n+ 1. �

Corollary 6.2.4. For any graph G on n ≥ 4 vertices,

αir(G)αreg(G) ≤ min{(α(G))2, 
n
2
��n

2
�}.
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6.3 Graphs with irregular independence

number 1

We now investigate the particularly interesting case αir(G) = 1.

6.3.1 A general characterization

Let G be a graph. Let n = |V (G)| and δ = δ(G). Let D(G) denote the

set of degrees of vertices of G. For any i ∈ D(G), let Ni denote the set of

vertices of G of degree i. Let ni = |Ni|. For any two disjoint subsets X and

Y of V (G), let <X, Y > denote the subgraph of G given by (X ∪Y, {{x, y} ∈

E(G) : x ∈ X, y ∈ Y }).

Lemma 6.3.1. If αir(G) = 1, then

(i) <Ni, Nj> is a complete bipartite graph for any i, j ∈ D(G) with i 	= j,

(ii) the subgraph of G induced by Nk is (k+nk−n)-regular for any k ∈ D(G).

Proof. (i) Suppose {v, w} /∈ E(G) for some v ∈ Ni and some w ∈ Nj with

i 	= j. Then {v, w} is an irregular independent set of G of size 2. This

contradicts αir(G) = 1.

(ii) Let v ∈ Nk. By (i), for any j ∈ D(G)\{k}, v is adjacent to each

w ∈ Nj. Thus, v is adjacent to each vertex in V (G)\Nk. By definition of

Nk, the degree of v in the subgraph of G induced by Nk is k − (n− nk). �

Theorem 6.3.2. If αir(G) = 1, then

(i) nk ≥ n− k for any k ∈ D(G),
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(ii) span(G) ≤ 1
2
(1 +

√
1 + 8δ).

Moreover, the bound in (ii) is sharp.

Proof. (i) By Lemma 6.3.1(ii), k + nk − n ≥ 0.

(ii) Let t = span(G). If t = 1, then the result is immediate. Suppose

t ≥ 2. Then D(G) = {d1, . . . , dt} for some integers d1, . . . , dt with 0 ≤ d1 <

· · · < dt ≤ n− 1. For i ∈ [t]\{1}, we have d1 ≤ d2 − 1 ≤ · · · ≤ di − (i− 1) ≤

· · · ≤ dt − (t− 1) ≤ n− 1− (t− 1) = n− t, so di ≤ n− t + (i− 1). By (i),

ndi ≥ n− di for i ∈ [t]. We have

n =
t∑

i=1

ndi ≥
t∑

i=1

(n− di) = (n− d1) +
t∑

i=2

(n− di)

= (n− δ) +
t∑

i=2

n−
t∑

i=2

di ≥ (n− δ) + (t− 1)n−
t∑

i=2

(n− t+ i− 1)

= tn− δ − (t− 1)

2
(2n− t).

Therefore, 0 ≥ t2 − t− 2δ, and the bound follows. The bound is attained if,

for example, G is the complete k-partite graph K1,...,k. Indeed, we then have

αir(G) = 1, δ = n− k, n = 1 + · · ·+ k = k
2
(k + 1) and

k = span(G) ≤ 1 +
√
1 + 8δ

2
=

1 +
√

1 + 8(n− k)

2

=
1 +

√
1 + 8(k

2
(k + 1))− 8k

2
=

1 +
√

(2k − 1)2

2
= k,

so span(G) = 1+
√
1+8δ
2

. �
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6.3.2 Planar graphs and outerplanar graphs

We now determine the planar graphs and outerplanar graphs whose irregular

independence number is 1.

Suppose that G and H are vertex-disjoint graphs. The join of G and

H, denoted by G + H, is the graph with V (G + H) = V (G) ∪ V (H) and

E(G+H) = E(G)∪E(H)∪{{x, y} : x ∈ V (G), y ∈ V (H)}. If k ≥ 2, r ≥ 2,

G = K1, and H is the union of r vertex-disjoint copies of Kk−1, then G+H

is called a k-windmill graph and is denoted by Wd(k, r). Note that Wd(k, r)

is merely the union of r copies of Kk that have exactly one common vertex.

Theorem 6.3.3. A graph G is planar and αir(G) = 1 if and only if G is a

regular planar graph or a copy of one of the graphs K1,n−1, K2,n−2, K2+En−2,

K2 +
n−2
2
K2, E2 +

n−2
2
K2, E2 + Cn−2, Wd(3, n−1

2
) and K1 +H, where H is

a union of vertex-disjoint cycles.

Before giving the proof of the theorem above, we need the following lem-

mas.

Lemma 6.3.4. If a planar graph G has a vertex v that is adjacent to all the

other vertices of G, then G− v is outerplanar.

Proof. Indeed, by deleting v (and all edges incident to it) from a plane

drawing of G, we obtain a plane drawing of G − v that has all the vertices

on the same face. This means that G − v is outerplanar because, for any

face F of a plane drawing ϕ of a planar graph, ϕ can be transformed to

another plane drawing of the same graph in such a way that F becomes

the unbounded face, for example, by using stereographic projection (see [54,

Remark 6.1.27]). �
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Lemma 6.3.5. If ϕ is a plane drawing of E2 + Ck (k ≥ 3), then a vertex v

of E2 is mapped by ϕ into the interior I of the drawing of Ck, and the other

vertex w of E2 is mapped by ϕ into the exterior E of the drawing of Ck.

Proof. Let G = E2 + Ck. Let F ∈ {I, E} such that v is mapped by ϕ into

F . Since v is adjacent to each vertex of Ck, each face of F in the drawing of

G− w has exactly 3 vertices on its boundary, one of which is v. Thus, if we

assume that w is mapped into F , then we obtain that w lies in the interior

of one of these faces, and hence that w is adjacent to at most two vertices of

Ck, a contradiction. �

Proof of Theorem 6.3.3. It is easy to check that if G is one of the explicit

graphs in Theorem 6.3.3, then G is planar and αir(G) = 1. We now prove

the converse.

Let G be a planar graph with αir(G) = 1. Since K5 and K3,3 are non-

planar, G does not contain any copies of these. It is well known that having

G planar implies that m ≤ 3n − 6. Suppose that G is not regular. Setting

t = span(G), we then have t ≥ 2 (and n ≥ 3). We have D(G) = {d1, . . . , dt}

for some integers d1, . . . , dt with 0 ≤ d1 < · · · < dt. We will often use

Lemma 6.3.1(i), which tells us that, for any i, j ∈ D(G) with i 	= j, each

vertex of Ndi is adjacent to each vertex of Ndj . The first immediate deduction

from this is that d1 ≥ 1 as t ≥ 2.

Suppose t ≥ 3. Let {a1, . . . , at} = {d1, . . . , dt} such that na1 ≤ · · · ≤ nat .

If we assume that na1 = na2 = 1, then Lemma 6.3.1(i) gives us a1 = a2 =

n − 1, a contradiction (as a1, . . . , at are distinct). Thus, nai ≥ 2 for each

i ∈ [2, t]. If we assume that
∑t

i=3 nai ≥ 3, then, by Lemma 6.3.1(i), we
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obtain that <Na1 ∪Na2 ,
⋃t

i=3 Nai> contains a copy of K3,3, a contradiction.

Thus, t = 3 and na2 = na3 = 2. Let {u1, u2} = Na2 and {v1, v2} = Na3 .

We cannot have {u1, u2}, {v1, v2} ∈ E(G), because otherwise Lemma 6.3.1(i)

gives us a2 = na1 + na3 + 1 = na1 + 3 = na1 + na2 + 1 = a3, a contradiction.

Similarly, we cannot have {u1, u2}, {v1, v2} /∈ E(G). Thus, for some i ∈

{2, 3}, ai = na1 + 2 and a5−i = na1 + 3. We cannot have na1 = 1, because

otherwise a1 = na2 + na3 = 4 = a5−i. Thus, na1 = 2. Let {w1, w2} = Na1 .

We cannot have {w1, w2} ∈ E(G), because otherwise a1 = 5 = a5−i. Thus,

we have {w1, w2} /∈ E(G), which gives us a1 = 4 = ai, a contradiction.

Therefore, t = 2. If we assume that nd1 ≥ 3 and nd2 ≥ 3, then, by

Lemma 6.3.1(i), we obtain that G contains a copy of K3,3, a contradiction.

Thus, ndi ≤ 2 for some i ∈ {1, 2}. Let j = 3 − i. By Lemma 6.3.1(i),

G = G[Ndi ] + G[Ndj ]. By Lemma 6.3.1(ii), G[Ndj ] is k-regular, where k =

dj + ndj − n.

Suppose ndi = 1. Let {v} = Ndi . Thus, G = ({v}, ∅) + G[Ndj ]. By

Lemma 6.3.4, G[Ndj ] is outerplanar. Since the minimum degree of an out-

erplanar graph is at most 2 (see [54, Proposition 6.1.20]), k ≤ 2. If k = 0,

then G is a copy of K1,n−1. If k = 1, then G[Ndj ] is a copy of n−1
2
K2, so

G is a copy of Wd(3, n−1
2
). If k = 2, then G[Ndj ] is a cycle or a union of

vertex-disjoint cycles.

Now suppose ndi = 2. Let {v, w} = Ndi and let {u1, . . . , un−2} = Ndj .

By the handshaking lemma, |E(G[Ndj ])| = k(n−2)
2

. By Lemma 6.3.1(i),

|E(<Ndi , Ndj>)| = 2(n− 2). Now

m = |E(G[Ndi ])|+ |E(G[Ndj ])|+ |E(<Ndi , Ndj>)| ≥ k(n− 2)

2
+ 2(n− 2).
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Since m ≤ 3n− 6, we obtain k ≤ 2.

If k = 0 and {v, w} ∈ E(G), then G is a copy of K2 + En−2. If k = 0

and {v, w} /∈ E(G), then G is a copy of E2 + En−2 = K2,n−2. If k = 1 and

{v, w} ∈ E(G), then G is a copy of K2+
n−2
2
K2. If k = 1 and {v, w} /∈ E(G),

then G is a copy of E2 +
n−2
2
K2.

Finally, suppose k = 2. We cannot have v adjacent to w, because oth-

erwise m = 1 + 2(n−2)
2

+ 2(n − 2) > 3n − 6. Since k = 2, G[Ndj ] is a union

of vertex-disjoint cycles G1, . . . , Gr. Suppose r ≥ 2. Let θ be a plane draw-

ing of G. Let ϕ be the drawing obtained by restricting θ to the subgraph

G′ = ({v, w}, ∅) +G1 of G. By Lemma 6.3.5, no face of ϕ has both v and w

on its boundary. Since G′ and G2 are vertex-disjoint, the drawing of G2 in θ

lies in the interior of one of the faces of ϕ. Thus, no vertex of G2 is adjacent

to both v and w. This contradicts G = G[Ndi ] + G[Ndj ]. Therefore, r = 1.

Thus, G is G[Ndi ] +G1, which is a copy of E2 + Cn−2. �

Corollary 6.3.6. A graph G is outerplanar and αir(G) = 1 if and only if G

is a union of vertex-disjoint cycles or a copy of one of the graphs En, n
2
K2,

K1,n−1, K2 + E2 and Wd(3, n−1
2
).

Proof. It is trivial that if G is one of the explicit graphs in the statement of

Corollary 6.3.6, then G is outerplanar and αir(G) = 1.

We now prove the converse. Let G be an outerplanar graph with αir(G) =

1. This means that δ ≤ 2, as mentioned in the proof of Theorem 6.3.3. If G

is k-regular, then k ≤ 2, and hence G is a copy of En (if k = 0) or a copy

of n
2
K2 (if k = 1) or a union of vertex-disjoint cycles (if k = 2). Suppose

that G is not regular. Since δ ≤ 2, it follows by Theorem 6.3.3 that G is a
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copy of one of K1,n−1, K2,n−2, K2 +En−2, E2 +
n−2
2
K2 and Wd(3, n−1

2
). It is

well known that K2,3 is not outerplanar. Thus, K2,n−2 is outerplanar only if

n ≤ 4; note that K2,n−2 is the cycle C4 if n = 4. Also, for n ≥ 5, K2 + En−2

is not outerplanar as it contains K2,3. Similarly, E2 +
n−2
2
K2 is planar only

if n−2
2

≤ 1. �

6.4 Nordhaus–Gaddum-type results

In this section, we provide results of Nordhaus–Gaddum type [45] for the

irregular independence number. In the proof, we need to use the following

more precise notation (see Chapter 1). For a vertex v of a graph G, we will

denote the set of neighbours of v in G by NG(v), and the degree of v in G by

dG(v). Formally, NG(v) = {w ∈ V (G) : vw ∈ E(G)} and dG(v) = |NG(v)|.

Theorem 6.4.1. If G is a graph on n ≥ 2 vertices, then

(i) 2 ≤ αir(G) + αir(Ḡ) ≤ n,

(ii) 1 ≤ αir(G)αir(Ḡ) ≤ �n
2
��n+1

2
�.

Moreover, the bounds are sharp.

Proof. By Theorem 6.2.1, 1 ≤ αir(G) ≤ �n−δ(G)+1
2

� and 1 ≤ αir(Ḡ) ≤

�n−δ(Ḡ)+1
2

�. The lower bounds follow immediately, and they are attained if G

is regular. If δ(G) = 0, then G has a vertex v with no neighbours, so δ(Ḡ) ≥ 1

(as v ∈ NḠ(u) for each u ∈ V (Ḡ)\{v}). Thus, δ(G) ≥ 1 or δ(Ḡ) ≥ 1. Hence

αir(G) + αir(Ḡ) ≤ �n
2
�+ �n+1

2
� ≤ n and αir(G)αir(Ḡ) ≤ �n

2
��n+1

2
�.
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We now show that the upper bounds are sharp. Let k = 
n
2
� and l =

�n
2
�. Suppose that G is constructed as follows: let u1, . . . , uk, v1, . . . , vl be

the distinct vertices of G, let every two distinct vertices in {v1, . . . , vl} be

adjacent, and, for each i ∈ [k], let ui be adjacent to the vertices in {vj : j ∈

[i − 1]}. Clearly, {u1, . . . , uk} is an irregular independent set of G, and

{v1, . . . , vl} is an irregular independent set of Ḡ. Therefore, αir(G)+αir(Ḡ) ≥

k + l = n and αir(G)αir(Ḡ) ≥ kl. By (i) and (ii), we actually have αir(G) +

αir(Ḡ) = n and αir(G)αir(Ḡ) = kl. Finally, note that k = �n+1
2
�. �
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Chapter 7

Irregular domination

7.1 Introduction

In this chapter, we will consider the notion of irregular domination as a

counterpart of the notion of regular domination. Definitions and notation

from Chapter 1 will be used.

If D is a dominating set of G such that |N(u) ∩ D| 	= |N(v) ∩ D| for

every two distinct vertices u and v in V (G)\D, then we call D an irregular

dominating set of G. The size of a smallest irregular dominating set of G

will be called the irregular domination number of G and will be denoted by

γir(G). If D is a dominating set of G such that |N(u)∩D| = |N(v)∩D| for

every two vertices u and v in V (G)\D, then D is called a regular dominating

set of G. The size of a smallest regular dominating set of G is called the

regular domination number of G and is denoted by γreg(G). Observe that the

notion of irregular domination is an extreme case of the well-studied notion

of location-domination [7]: a set D is called a locating-dominating set of G
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if D is a dominating set of G such that N(u) ∩D 	= N(v) ∩D for every two

distinct vertices u and v in V (G)\D.

The regular domination number was first introduced and studied by Caro,

Hansberg and Henning [17]. They referred to the regular domination number

as the fair domination number. Das and Desormeaux [23] considered the

problem of minimizing the size of a regular dominating set that induces

a connected subgraph. Further results on fair domination are obtained in

[20, 43].

Unless specified otherwise, we make use of the following notation: n =

|V (G)|, m = |E(G)|, d(v) = |N(v)|, δ(G) = min{d(v) : v ∈ V (G)}, Δ(G) =

max{d(v) : v ∈ V (G)}.

Recall from the previous chapter, that for a graph G and a subset A of

V (G), E(A, V (G)\A) denotes the set of edges of G which have one vertex

in A and the other in V (G)\A. We denote by e(A, V (G)\A) the size of

E(A, V (G)\A). We define the max-cut of G, denoted by β(G), as β(G) =

max{e(A, V (G)\A) : A ⊆ V (G)}.

We obtain several sharp bounds for γir(G). Our results are given in the

following sections.

In the next section, we provide a number of sharp results on γir(G). In

Section 7.3, we obtain a set of inequalities relating the irregular independence

number to the irregular domination number. In Section 7.4, we obtain the

Nordhaus-Gaddum type results for the irregular domination number.
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7.2 Results

We will start with lower bounds for γir(G).

Theorem 7.2.1. If G is a graph, n = |V (G)| and Δ = Δ(G), then

γir(G) ≥ max
{⌈n

2

⌉
, n−Δ

}
.

Moreover, the bound is sharp.

Proof. Let t = γir(G). Let D be an irregular dominating set of G of size

t. Let v1, . . . , vn−t be the vertices in V (G)\D. For each i ∈ [n − t], let

wi = |N(vi) ∩D|; since D is a dominating set, wi ≥ 1. We may assume that

w1 < · · · < wn−t. We have t = |D| ≥ wn−t ≥ n− t, and hence t ≥
⌈
n
2

⌉
. Since

n− t ≤ wn−t ≤ Δ, t ≥ n−Δ.

We now show that the bound is sharp. Let k =
⌈
n
2

⌉
and n′ = n − k.

Suppose that G is constructed as follows: let u1, . . . , uk, v1, . . . , vn′ be the

distinct vertices of G, and, for each i ∈ [n′], let vi be adjacent to exactly

i of the vertices u1, . . . , uk. Since max{d(ui) : i ∈ [k]} ≤ n′ = d(vn′) =

max{d(vi) : i ∈ [n′]}, Δ = n′. Clearly, {u1, . . . , uk} is an irregular dominating

set of G of size
⌈
n
2

⌉
= n− n′ = n−Δ. �

Theorem 7.2.2. If G is a graph, n = |V (G)| and β = β(G), then

γir(G) ≥ n+
1−√

1 + 8β

2
.

Moreover, the bound is sharp.

Proof. Let t, D, v1, . . . , vn−t, w1, . . . , wn−t be as in the proof of Theo-
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rem 7.2.1. We have β ≥ e(D, V (G)\D) =
∑n−t

i=1 wi ≥
∑n−t

i=1 i =
1
2
(n− t)(n−

t+1), so 0 ≥ t2−(2n+1)t+(n2+n−2β), and hence t ≥ n+ 1
2
(1−√

1 + 8β).

We now show that the bound is sharp. Let n/2 ≤ k ≤ n − 1 and

n′ = n−k. Suppose that G is constructed as follows: let u1, . . . , uk, v1, . . . , vn′

be the distinct vertices of G, and, for each i ∈ [n′], let vi be adjacent to

exactly i of the vertices u1, . . . , uk. Let D = {u1, . . . , uk}. Since D is an

irregular dominating set of G, γir(G) ≤ k. Since m = e(D, V (G)\D), we

have β = e(D, V (G)\D) = 1
2
(n′)(n′ + 1). By the established bound,

γir(G) ≥ n+
1−√

1 + 8β

2
= n+

1−
√

1 + 4(n′)(n′ + 1)

2

= n+
1−

√
(2n− 2k + 1)2

2
= k.

Since γir(G) ≤ k, γir(G) = n+ 1−√
1+8β
2

. �

Corollary 7.2.3. If G is an n-vertex graph with average degree d, then

γir(G) ≥ n−
√
dn.

Moreover, equality holds if and only if G is empty.

Proof. Since β ≤ m, γir(G) ≥ n+ 1
2
(1−

√
1 + 8m) by Theorem 7.2.2. Now

dn =
∑

v∈V (G) d(v) = 2m (by the handshaking lemma), so 4dn = 8m. Thus,

γir(G) ≥ n + 1
2
(1 −

√
1 + 4dn) ≥ n + 1

2
(−

√
4dn) = n −

√
dn. Note that

equality holds throughout only if d = 0, in which case G is empty.

If G is empty, then d = 0 and γir(G) = n = n−
√
dn. �
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Next, we give a full characterization of the cases γir(G) = n and γir(G) =

n− 1. For two graphs G and H, we write G � H if G is a copy of H.

Theorem 7.2.4. For any graph G on n vertices, the following assertions

hold:

(i) γir(G) = n if and only if G � En.

(ii) γir(G) = n − 1 if and only if, for some t ≥ 0 and some r ≥ 1, G �

tK1 ∪K1,r or G � tK1 ∪H for some r-regular graph H.

Proof. (i) If G has an edge {v, w}, then V (G)\{v} is an irregular dominating

set of G, so γir(G) ≤ n−1. Therefore, γir(G) = n only if G � En. If G � En,

then V (G) is the only dominating set of G, so γir(G) = n.

(ii) It is easy to see that γir(G) = n−1 if G � tK1∪K1,r or G � tK1∪H

for some r-regular graph H. We now prove the converse. Thus, suppose

γir(G) = n− 1. By (i), E(G) 	= ∅.

Suppose that G has two vertices u and v such that 2 ≤ d(u) < d(v). Then

V (G)\{u, v} is an irregular dominating set of G (independently of whether

u and v are adjacent or not). Thus, we have γir(G) ≤ n− 2, a contradiction.

Therefore,

d(u) ≤ 1 for any u, v ∈ V (G) with d(u) < d(v). (7.1)

Suppose span(G) ≥ 4. Then there exist v1, v2, v3, v4 ∈ V (G) such that

d(v1) < d(v2) < d(v3) < d(v4). Thus, we have 2 ≤ d(v3) < d(v4), which

contradicts (7.1). Therefore, span(G) ≤ 3.
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If span(G) = 1, then G is an r-regular graph for some r ≥ 1 (r 	= 0 as

E(G) 	= ∅), and we are done.

Suppose span(G) = 2. Then {d(v) : v ∈ V (G)} = {p, r} with 0 ≤ p < r.

By (7.1), p ≤ 1. If p = 0, then G � tK1 ∪ H for some t ≥ 1 and some

r-regular graph H. Suppose p = 1. Then r ≥ 2. If we assume that there

exists a pair of non-adjacent vertices u and v of degrees 1 and r, respectively,

then we obtain that V (G)\{u, v} is an irregular dominating set of G of size

n − 2, which contradicts γir(G) = n − 1. Thus, each vertex x of degree 1 is

adjacent to each vertex of degree r. Since x has only one neighbour, there is

only one vertex of degree r. Consequently, G = K1,r.

Finally, suppose span(G) = 3. Then there exist v1, v2, v3 ∈ V (G) such

that d(v1) < d(v2) < d(v3). If we assume that G has no vertex of degree

0 or no vertex of degree 1, then we obtain 2 ≤ d(v2) < d(v3), which con-

tradicts (7.1). Thus, since span(G) = 3, {d(v) : v ∈ V (G)} = {0, 1, r} for

some r ≥ 2. Let G′ be the graph obtained by removing from G the set I of

vertices of G of degree 0. Then {d(v) : v ∈ V (G′)} = {1, r}. As in the case

span(G) = 2 above, this yields G′ � K1,r, so G = tK1∪K1,r, where t = |I|. �

The Ramsey number R(p, q) is the smallest number n such that every

graph on n vertices contains a clique of order p or an independent set of

order q.

Theorem 7.2.5. For any graph G on n vertices, the following assertions

hold:

(i) If span(G) ≥ R(k, k) and δ(G) ≥ k, then γir(G) ≤ n− k.

136



(ii) If span(G) ≥ 5 and δ(G) ≥ 3, then γir(G) ≤ n− 3.

Proof. (i) Suppose span(G) ≥ R(k, k) and δ ≥ k. Let B be a set of R(k, k)

vertices of G of distinct degrees. Then G[B] has an independent set of size k

or a clique of size k. If G[B] has an independent set I of size k, then V (G)\I

is an irregular dominating set of G of size n − k. If G[B] has a clique K of

size k, then, since δ ≥ k, V (G)\K is an irregular dominating set of G of size

n− k.

(ii) Suppose span(G) ≥ 5 and δ ≥ 3. Let B be a set of 5 vertices of G

of distinct degrees. It is easy to see that if a 5-vertex graph does not have

an independent set of size 3, then it is a copy of C5 or has a clique of size

3. If G[B] is a copy of C5, then each vertex in B has a distinct number

of neighbours in V (G)\B, and hence, since δ ≥ 3, V (G)\B is an irregular

dominating set of G of size n − 5. As in the proof of (i), γir(G) ≤ n − 3 if

G[B] has an independent set of size 3 or a clique of size 3. �

7.3 Relations between irregular independence

and irregular domination

We now establish a set of inequalities relating the irregular independence

number to the irregular domination number. These are gathered in the the-

orem below. In the proof, we need to use the following more precise notation

(see Chapter 1). Recall that for a vertex v of a graph G, we will denote the

set of neighbours of v in G by NG(v), and the degree of v in G by dG(v).

Formally, NG(v) = {w ∈ V (G) : vw ∈ E(G)} and dG(v) = |NG(v)|.
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Theorem 7.3.1. For any graph G on n vertices, the following assertions

hold:

(i) αir(G) + γir(G) ≤ n + 1 if δ(G) = 0, and αir(G) + γir(G) ≤ n if

δ(G) ≥ 1.

(ii) αir(G)γir(G) ≤ �n+1
2
�
n+1

2
� if δ(G) = 0, and αir(G)γir(G) ≤ �n

2
�
n

2
� if

δ(G) ≥ 1.

(iii) αir(G) + γir(Ḡ) ≤ n+ 1.

(iv) αir(G)γir(Ḡ) ≤ �n+1
2
�
n+1

2
�.

Moreover, the bounds are sharp.

Proof. Let A be an irregular independent set of G of size αir(G), and let

D = V (G)\A. Let δ = δ(G).

Suppose δ ≥ 1. Then D is an irregular dominating set of G, so αir(G) +

γir(G) ≤ |A|+ |D| ≤ n and αir(G)γir(G) ≤ |A||D| = |A|(n− |A|) ≤ �n
2
�(n−

�n
2
�) = �n

2
�
n

2
� (as in the proof of Theorem 6.2.3(iii)). Now suppose δ = 0.

Let V0 be the set of vertices of G of degree 0, and let V1 be the set of

vertices of G of degree at least 1. Clearly, A has exactly one element x of

V0, and D ∪ {x} is an irregular dominating set of G. As in the case δ ≥ 1,

αir(G[V1]) + γir(G[V1]) ≤ |V1|. We have αir(G) + γir(G) = (αir(G[V1]) + 1)+

(γir(G[V1])+ |V0|) ≤ |V0|+ |V1|+1 = n+1 and αir(G)γir(G) ≤ |A|(|D|+1) ≤

|A|(n+ 1− |A|) ≤ �n+1
2
�(n+ 1− �n+1

2
�) = �n+1

2
�
n+1

2
�. Hence (i) and (ii).

Let v1, . . . , vt be the distinct vertices in A, where dG(v1) < · · · < dG(vt).

We have dG(vt) ≤ |V (G)\A| = n− t. For each i ∈ [t], let ai = |NḠ(vi) ∩D|.

For each i ∈ [t], ai = n−t−dG(vi) ≥ n−t−dG(vt). Thus, if dG(vt) ≤ n−t−1,
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then D is an irregular dominating set of Ḡ, and hence αir(G) + γir(Ḡ) ≤

|A|+ |D| = t+(n− t) = n. Suppose dG(vt) = n− t. We have ai ≥ 1 for each

i ∈ [t− 1]. Let A′ = A\{vt}. Let D′ = D∪{vt}. For each i ∈ [t− 1], let bi =

|NḠ(vi)∩D′|. For each i ∈ [t−1], we have NḠ(vi)∩D′ = (NḠ(vi)∩D)∪{vt},

so bi = ai+1 = n− t−dG(vi)+1. Thus, D′ is an irregular dominating set of

Ḡ. Consequently, αir(G) + γir(Ḡ) ≤ |A|+ |D′| = t+ (n− t+ 1) = n+ 1 and

αir(G)γir(Ḡ) ≤ |A||D′| = t(n+1− t) ≤ �n+1
2
�(n+1−�n+1

2
�) = �n+1

2
�
n+1

2
�.

Hence (iii) and (iv).

We now show that the bounds are sharp. We use constructions similar

to that in the proof of Theorem 7.2.1.

Let k =
⌈
n
2

⌉
and n′ = n−k. Suppose that G is constructed as follows: let

u1, . . . , uk, v1, . . . , vn′ be the distinct vertices of G, and, for each i ∈ [n′], let

vi be adjacent to exactly k − i+ 1 of the vertices u1, . . . , uk. Clearly, δ ≥ 1.

Also, {v1, . . . , vn′} is an irregular independent set, and, by Theorem 6.2.1, it

is of maximum size. Moreover, {u1, . . . , uk} is an irregular dominating set of

G, and, by Theorem 7.2.1, it is of minimum size. Thus, αir(G) + γir(G) =

n′ + k = n and αir(G)γir(G) = n′k = �n
2
�
n

2
�. Now suppose that we instead

have that k =
⌈
n−1
2

⌉
, n′ = n − k, and, for each i ∈ [n′], vi is adjacent

to exactly i − 1 of u1, . . . , uk. Since d(v1) = 0, δ = 0. Similarly to the

above, {u1, . . . , uk, v1} is an irregular dominating set of G of minimum size

as {u1, . . . , uk} is an irregular dominating set of G − v1 of minimum size.

Also, {v1, . . . , vn′} is an irregular independent set of maximum size. Thus,

αir(G) + γir(G) = n′ + k + 1 = n + 1 and αir(G)γir(G) = n′(k + 1) =

�n+1
2
�
n+1

2
�. We have established that (i) and (ii) are sharp.

Let k =
⌈
n−1
2

⌉
and n′ = n− k. Suppose that G is constructed as follows:
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let u1, . . . , uk, v1, . . . , vn′ be the distinct vertices of G, and, for each i ∈ [n′],

let vi be adjacent to exactly k − i + 1 of the vertices u1, . . . , uk. Thus,

{v1, . . . , vn′} is an irregular independent set, and, by Theorem 6.2.1, it is of

maximum size (note that δ is d(vn′), which is 0 if n is odd, and 1 if n is even).

Also, we clearly have that {u1, . . . , uk, v1} is an irregular dominating set of

Ḡ, and it is of minimum size because dḠ(v1) = 0 and, by Theorem 7.2.1,

{u1, . . . , uk} is an irregular dominating set of Ḡ− v1 of minimum size. Thus,

αir(G) + γir(Ḡ) = n′ + k + 1 = n + 1 and αir(G)γir(Ḡ) = n′(k + 1) =

�n+1
2
�
n+1

2
�. �

7.4 Nordhaus–Gaddum-type results

In this section, we provide results of Nordhaus–Gaddum type [45] for the

irregular domination number. We shall use the notation introduced in the

preceding section.

Theorem 7.4.1. If G is a graph on n ≥ 2 vertices, then

(i) 2
n
2
� ≤ γir(G) + γir(Ḡ) ≤ 2n− 1,

(ii) (
n
2
�)2 ≤ γir(G)γir(Ḡ) ≤ n(n− 1).

Moreover, the following assertions hold:

(a) The bounds are attainable for any n ≥ 3.

(b) For each of (i) and (ii), the upper bound is attained if and only if G is

empty or complete.
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Proof. By Theorem 7.2.1, γir(G) ≥
⌈
n
2

⌉
and γir(Ḡ) ≥

⌈
n
2

⌉
. The lower

bounds in (i) and (ii) follow immediately. If G is empty, then Ḡ is complete,

so γir(G)+ γir(Ḡ) = n+n− 1 = 2n− 1 and γir(G)γir(Ḡ) = n(n− 1). If G is

complete, then Ḡ is empty, so γir(G) + γir(Ḡ) = 2n− 1 and γir(G)γir(Ḡ) =

(n−1)n. If G is neither empty nor complete, then Ḡ is non-empty, and hence,

by Theorem 7.2.4, γir(G) + γir(Ḡ) ≤ 2(n− 1) < 2n− 1 and γir(G)γir(Ḡ) ≤

(n− 1)2 < n(n− 1).

It remains to show that the lower bounds in (i) and (ii) are attainable for

any n ≥ 3.

Suppose first that n is odd. Let k = n−1
2
. Suppose thatG is constructed as

follows: let u1, . . . , uk, v1, . . . , vk+1 be the distinct vertices of G, and, for each

i ∈ [k], let ui be adjacent to v1, . . . , vi. Clearly, {v1, . . . , vk+1} is an irregular

dominating set of G and of Ḡ. Thus, γir(G) + γir(Ḡ) ≥ 2(k + 1) = 2
n
2
�

and γir(G)γir(Ḡ) ≥ (k + 1)2 = 
n
2
�2. By (i) and (ii), we actually have

γir(G) + γir(Ḡ) = 2
n
2
� and γir(G)γir(Ḡ) = 
n

2
�2.

Now suppose that n is even and n ≥ 8. Let k = n
2
. Suppose that

V (G) = {u1, . . . , uk, v1, . . . , vk} and that, for each i ∈ [k]\{2}, ui is adjacent

to v1, . . . , vi, u2 is adjacent to v2 and v3, v2 is adjacent to v4, . . . , vk, v3 is ad-

jacent to v4, . . . , vk, and there are no other adjacencies. Let A = {v1, . . . , vk}

and B = {u1, uk, v1, v4, . . . , vk}. Clearly, A is an irregular dominating set

of G. Let w1 = v3, w2 = v2, w3 = uk−1, w4 = uk−2, . . . , wk = u2. Thus,

V (G)\B = {w1, . . . , wk}. Note that |NḠ(wi) ∩B| = i for each i ∈ [k]. Thus,

B is an irregular dominating set of Ḡ. Therefore, we have γir(G) ≥ |A| = k

and γir(Ḡ) ≥ |B| = k, and hence the lower bounds in (i) and (ii) are attained.

Suppose that n = 6, u1, u2, u3, v1, v2, v3 are the vertices of G, and {u1, v1},
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{u2, v2}, {u2, v3}, {u3, v1}, {u3, v2}, {u3, v3} are the edges of G. Clearly,

{v1, v2, v3} is an irregular dominating set of G, and {u1, v1, v3} is an irregular

dominating set of Ḡ. Thus, the lower bounds in (i) and (ii) are attained.

Finally, suppose that n = 4 and G is the path P4 = ([4], {{1, 2}, {2, 3},

{3, 4}}). Then {1, 3} is an irregular dominating set of G, and {1, 2} is an

irregular dominating set of Ḡ = ([4], {{2, 4}, {4, 1}, {1, 3}}). Thus, the lower

bounds in (i) and (ii) are attained. �

142



Bibliography

[1] M. Aigner, Turán’s graph theorem, The American Mathematical Monthly

102 (9) (1995), 808–816.

[2] M. Ajtai, P. Erdos, J. Komlos, E. Szemeredi, On Turán’s theorem for

sparse graphs, Combinatorica 1(4) (1981), 313–317.

[3] M. O. Albertson and D. L. Boutin, Lower bounds for constant degree

independent sets, Discrete Mathematics 127 (1994), 15–21.

[4] N. Alon, Transversal numbers of uniform hypergraphs, Graphs and Com-

binatorics 6 (1990), 1–4.

[5] N. Alon, J.H. Spencer, The Probabilistic Method, Third Edition, Wiley,

New York, 2008.

[6] V.I. Arnautov, Estimation of the exterior stability number of a graph

by means of the minimal degree of the vertices, Prikl. Mat. i Program-

mirovanie 11 (1974), 3–8.

[7] C. Balbuena, F. Foucaud and A. Hansberg, Locating-dominating sets and

identifying codes in graphs of girth at least 5, The Electronic Journal of

Combinatorics 22 (2015), Paper # P2.15.

143



[8] T. Biedl, E.D. Demaine, C.A. Duncan, R. Fleischer, S.G. Kobourov,

Tight bounds on maximal and maximum matchings, Discrete Mathematics

285 (2004), 7–15.

[9] P. Borg and K. Fenech, Reducing the maximum degree of a graph by

deleting vertices, The Australasian Journal of Combinatorics 69(1) (2017),

29–40.

[10] P. Borg and K. Fenech, Reducing the maximum degree of a graph by

deleting vertices: the extremal cases, Theory and Applications of Graphs

5(2) (2018), Article 5.

[11] P. Borg and K. Fenech, Reducing the maximum degree of a graph by

deleting edges, The Australasian Journal of Combinatorics, 73(1) (2019),

247–260

[12] P. Borg, Y. Caro, K. Fenech, Irregular independence and ir-

regular domination, Discrete Applied Mathematics, in press,

https://doi.org/10.1016/j.dam.2018.07.030

[13] Y. Caro, New results on the independence number, Technical Report,

Tel-Aviv University, 1979.

[14] Y. Caro and A. Hansberg, Partial Domination - the Isolation Number

of a Graph, Filomat 31(12) (2017), 3925–3944.

[15] Y. Caro, A. Hansberg, Isolation in Graphs, Electronic notes in Discrete

Mathematics. 50 (2015), 465–470.

144



[16] Y. Caro, A. Hansberg, New approach to the k-independence number of

a graph, The Electronic Journal of Combinatorics 20(1) (2013) # P33.

[17] Y. Caro, A. Hansberg and M. A. Henning, Fair domination in graphs,

Discrete Mathematics 312 (2012), 2905–2914.

[18] Y. Caro, A. Hansberg and R. Pepper, Regular independent sets, Discrete

Applied Mathematics 203 (2015), 35–46.

[19] Y. Caro, Z. Tuza, Improved lower bounds on k-independence, Journal

of Graph Theory 15 (1991) 99–107.

[20] M. Chellali, T.W. Haynes, S.T. Hedetniemi and A. McRae, [1, 2]−sets

in graphs, Discrete Applied Mathematics 161 (2013), 2885–2893.

[21] E.J. Cockayne, Domination of undirected graphs – A survey, Lecture

Notes in Mathematics, Volume 642, Springer, 1978, 141–147.

[22] E.J. Cockayne and S.T. Hedetniemi, Towards a theory of domination in

graphs, Networks 7 (1977), 247–261.

[23] A. Das and W.J. Desormeaux, Connected fair domination in graphs, In:

D. Giri, R. Mohapatra, H. Begehr, M. Obaidat (eds), Mathematics and

Computing, ICMC 2017, Communications in Computer and Information

Science, vol 655, Springer, Singapore, 2017.

[24] S. Fajtlowicz, The independence ratio for cubic graphs, Congressus Nu-

merantium, 19 (1978), 273–277.

[25] S. Fajtlowicz, On the size of independent sets in graphs, Congressus

Numerantium, 21 (1978), 269–274.

145



[26] T. Gallai, Über extreme Punkt- und Kantenmengen, Ann. Univ. Sci.

Budapest, Eötvös Sect. Math. 2 (1959), 133–138.

[27] J. R. Griggs, Lower bounds on the independence in terms of the degrees,

Journal of Combinatorial Theory, Series B 34, (1983), 22–39.

[28] Z. Guo, H. Zhao, H. Lai and Y. Mao, On the regular k-independence

number of graphs, arXiv:1505.04867 [math.CO].

[29] T.W. Haynes, S.T. Hedetniemi, P.J. Slater, Fundamentals of Domina-

tion in Graphs, Marcel Dekker, New York, 1998.

[30] T.W. Haynes, S.T. Hedetniemi and P.J. Slater (Editors), Domination in

Graphs: Advanced Topics, Marcel Dekker, Inc., New York, 1998.

[31] S.T. Hedetniemi and R.C. Laskar (Editors), Topics on Domination, Dis-

crete Mathematics, Volume 86, 1990.

[32] S.T. Hedetniemi and R.C. Laskar, Bibliography on domination in graphs

and some basic definitions of domination parameters, Discrete Mathemat-

ics 86 (1990), 257–277.

[33] B. Hedman, Another extremal problem for Turán graphs, Discrete Math-

ematics 65 (1987), 173–176.

[34] M. A. Henning, C. Löwenstein, J. Southey, A. Yeo, A new lower bound

on the independence number of a graph and applications, The Electronic

Journal of Combinatorics 21(1) (2014), # P1.38.

146



[35] M.A. Henning and A. Yeo, Tight Lower Bounds on the Size of a Maxi-

mum Matching in a Regular Graph, Graphs and Combinatorics 23 (2007),

647–657.

[36] P. Keevash, Hypergraph Turán Problems, Surveys in Combinatorics,

Cambridge University Press, (2011), 83-140.

[37] S. Kogan, New results on k-independence of graphs, The Electronic

Journal of Combinatorics, 24(2) (2017), # P2.15.

[38] D. Kőnig, Über Graphen und ihre Anwendung auf Determinantentheorie

und Mengenlehre, Mathematische Annalen 77 (1916), 453–465.

[39] A.V. Kostochka, B.Y. Stodolsky, On domination in connected cubic

graphs, Discrete Mathematics 304 (2005), 45–50.

[40] A.V. Kostochka, B.Y. Stodolsky, An upper bound on the domination

number of n-vertex connected cubic graphs, Discrete Mathematics 309

(2009), 1142–1162.

[41] L. Lovász, On the ratio of optimal and integral fractional covers, Discrete

Mathematics 13 (1975), 383–390.

[42] W. Mantel, Problem 28, Wiskundige Opgaven, 10 (1907), 60–61.

[43] E.C. Maravilla, R.T. Isla and S.R. Canoy, Jr., Fair domination in the

join, corona and composition of Graphs, Applied Mathematical Sciences

(Ruse) 8 (2014), 4609–4620.

147



[44] S. B. Maurer, I. Rabinovitch, W. T. Trotter, Jr., A generalization of

Turán’s theorem to directed graphs, Discrete Mathematics 32 (1980), 167-

189.

[45] E.A. Nordhaus and J.W. Gaddum, On complementary graphs, The

American Mathematical Monthly 63, (1956), 175–177.

[46] S. O and D.B. West, Matching and edge-connectivity in regular graphs,

European Journal of Combinatorics 32 (2011), 324–329.

[47] O. Ore, Theory of graphs, American Mathematical Society Colloquium

Publications, Volume 38, American Mathematical Society, Providence,

R.I., 1962.

[48] V. T. Paschos, A survey of approximately optimal solutions to some

covering and packing problems, ACM Computing Surveys, 29(2) (1997),

171–209.

[49] C. Payan, Sur le nombre d’absorption d’un graphe simple, Cahiers Cen-

tre Études Recherche Opér. 17 (1975), 307–317.

[50] B. Reed, Paths, stars, and the number three, Combinatorics, Probability

and Computing 5 (1996), 277–295.

[51] J. Spencer, Turán’s theorem for k-graphs, Discrete Mathematics 2

(1972), 183–186.

[52] P. Turán, An extremal problem in graph theory, Matematikai és Fizikai

Lapok, 48 (1941), 436–452.

148



[53] V.K. Wei, A lower bound on the stability number of a simple graph,

Technical memorandum, TM 81 - 11217 - 9, Bell laboratories, 1981.

[54] D. B. West, Introduction to graph theory (second edition), Prentice Hall,

2001.

[55] W. Yu, C. Zheng, W. Cheng, C.C. Aggarwal, D. Song, B. Zong, H. Chen

and W. Wang, Learning deep network representations with adversarially

regularized autoencoders, Proceedings of the ACM SIGKDD International

Conference on Knowledge Discovery and Data Mining, ACM, New York,

2018, 2663–2671.

149



Index of terms

clique, 5

k-clique, 5

number, 5

cover

edge, 7

covering, 9

edge, 7, 9

number, 7

cycle, 5

degree, 3

average, 16

maximum, 3

minimum, 3

distance, 4

dominating, 6

irregular, 131

locating, 131

regular, 131

domination, 6

fair, 132

irregular, 12, 131

number, 12, 131

location, 131

number, 6

regular, 12, 131, 132

number, 12, 131

edge, 3

forest, 5

graph, 3

k-windmill, 125

bipartite, 6

complete, 6

complement, 5

complete, 6

component, 4

singleton, 4

connected, 4

empty, 6

join, 125
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regular, 6

subgraph, 3

hypergraph, 79

independence, 6

irregular, 11, 115

number, 11, 115

number, 6

regular, 12, 115, 116

number, 12, 115

independent, 5

irregular, 115

regular, 115

isolating, 10, 80

matching, 7

number, 7

perfect, 7

max-cut, 116

neighbourhood, 3

closed, 3

path, 4

length, 4

Ramsey, 136

number, 136

star, 5

k-star, 5

transversal, 80

number, 80

tree, 5

Turán, 8

graph, 68

theorem, 68

vertex, 3

isolated, 4
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M(G), 3

δ(G), 3

Δ(G), 3

d(G), 16

Ck(G), 5

λ(G), 9, 14

λe(G), 10, 44

λc(G, k), 10, 67

ι(G, k), 11, 81

ι(n, k), 82

ι(n, 2), 82

ι′(G, k), 87

α(G), 6

αir(G), 11, 115

αreg(G), 12, 115, 116

γ(G), 6

γir(G), 11, 12, 131

γreg(G), 12, 131

β′(G), 7, 51, 52

β(G), 116

α′(G), 7, 49

τ(G), 80

span(G), 117

R(p, q), 136

ω(G), 5

D(G), 123
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