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Abstract

In synchrotrons, the vertical magnetic field produced by dipole magnets guides

charged particles along a closed horizontal orbit, determined by the equilibrium

of the centripetal force and the Lorentz force. As a result, the knowledge of

the magnetic field value in real-time is essential to control the trajectory of the

particles. Subsequently, a direct magnetic field measurement inside a reference

magnet, known as a B-train, is used to derive an estimate of the average

magnetic field in the ring.

As part of a site-wide consolidation project, all the B-train systems at CERN

are being replaced with upgraded electronics, software, and sensors. The Extra

Low ENergy Antiproton (ELENA) ring is a new decelerator being built at

CERN; hence a B-train system is required to be installed and commissioned.

The ELENA ring presents challenges to magnetic field measurement systems,

such as very low magnetic field and long cycle times. The aim of this thesis is to

commission a measurement model for the ELENA B-train, as well as validating

and optimising the instrumentation.

A measurement model is thus developed in this thesis, and applied to identify

the ring and reference magnets, the sensors, as well as the electronic acquisition

chain. An uncertainty estimation helps identify the biggest sources of error

in the measurement, providing an insight on potential improvements in the

measurement system. The ELENA B-train system is validated through a

series of tests, characterising the behaviour of the sensors, the stability and

the accuracy of the instrument in operating conditions, confirming a relative

reproducibility and accuracy better than 2 units (10−4).

A potential improvement in the measurement by changing the position of the

local field sensors is investigated, and the feasibility of applying a displacement

is discussed for the ELENA B-train. A magnetic field model based on the

decomposition of the field into different components is finally proposed. The

model is tested using the ELENA magnetic cycles, exhibiting a relative accuracy

of 1 unit, giving confidence in its prediction ability in low-energy synchrotrons.
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Chapter 1

Introduction

1.1 | Magnets in synchrotrons

1.1.1 | General overview

Over the past century, researchers have explored and built a detailed description

of Nature in terms of elementary building blocks of matter interacting via

fundamental forces. This knowledge was attained through large-scale, but

ultra-precise experiments using machines that accelerate and collide particles at

very high energies [1]. A particular type of these machines, synchrotrons, make

use of electromagnetic fields to bend and accelerate charged particles to close to

the speed of light. One such machine is the Large Hadron Collider (LHC) [2],

which smashes particles against each other. As fundamental particles are

created in these collisions, these particles are studied so that we understand

more about the origins of the Universe.

Synchrotrons represent some of the most elaborate and challenging

technological efforts accomplished. Hence, unsurprisingly, their development

has generated advances for society that span far beyond their scientific aims.

The knowledge on these machines has been crucial to the development of other

technologies such as medical imaging scanners in hospitals [3] and nuclear

power stations for example. Medium-sized synchrotrons also allow scientists
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to produce particle beams that can be used to investigate the structure of

materials [4]. The most common type of synchrotrons, however, are the small

industrial and medical accelerators found all around the world. These are used

for treating cancer, preventing terrorist attacks at ports and airports [1] and

sterilising equipment [5].

Figure 1.1 presents a basic layout of a synchrotron. The particles are injected in

the machine and travel through a vacuum chamber, where the amount of gas is

minimised. Radio Frequency (RF) cavities provide the electric field, controlling

the speed of the particles in the machine. The electric field is synchronised with

the magnetic field so that the beam of particles maintains its orbit around the

ring. As the particles pass through the electric field, energy is transferred from

the radio wave to the particles.

Figure 1.1: A simple representation of a synchrotron, showing the path that the beam of
particles follows, along with related parameters.

Dipole magnets, on the other hand, are used to steer the particles around the

machine. These magnets are also known as bending magnets, as they bend

the beam with an angle θ and radius r. Other magnet types of higher order in

synchrotrons are used to correct the magnetic field. In particular, quadrupole

magnets produce a force that points towards the centre in one plane and away

from it in the other plane. This results in a focusing or defocusing effect on

the beam, depending on the position of the magnet [6]. Subsequently, once the

desired energy has been reached, the beam is extracted towards the experiment.

2
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The properties of a particle with charge q inside a synchrotron are controlled by

the Lorentz force, FL, which is defined as the sum of the electric force FE, and

magnetic force FB, as follows:

FL = q(E + v× B) = qE + q(v× B) = FE + FB, (1.1)

where E is the electric field vector, acting along the particle’s direction of

motion, B is the magnetic field vector, acting perpendicular to the particle’s

direction of motion, and v is the particle’s velocity [6].

The determination of the deflection of a particle by a magnetic or electric field

is important in the control of charged particle beams. Since in high energy

beams the speed is a large value, this presents a considerable amplification

factor whenever a magnetic field is applied. Hence it is more convenient to use

magnetic fields for bending the beam, rather than electric fields. Neglecting the

electric field component, the Lorentz force, and the centripetal force FC, on the

particle are:

FL = qvB, (1.2)

FC =
pv
r

, (1.3)

where p is the momentum of the particles [7]. Assuming an ideal spatially

uniform dipole magnet along the beam path, having pure vertical field lines, the

condition for a perfect circular path can be described as the equality between

these two forces, resulting in the following condition:

p
q
= Br. (1.4)

This condition relates the so-called beam rigidity Br to the momentum of the

particle, defining, in the end, the machine’s size for a given magnetic field of the

dipole magnets.

Synchrotrons come in various sizes, depending on their application. By having a

circular machine, the same equipment can be used for each turn that the particles

make. Having a closed loop, the full bending angle is exactly 2π. Referring to

Figure 1.1, considering the beam path as s, and the beam deflection as θ:

θ =
ds
r

=
B ds
Br

. (1.5)
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Figure 1.2: A vertical section view (left) and a horizontal section view (right) of the
C-shaped dipole magnet used in this work. The adopted co-ordinate convention is
illustrated.

This leads to the following condition for a closed orbit [8]:

2π =

∫
B ds
Br

. (1.6)

This equation can subsequently be used to determine the magnetic field

required in a synchrotron of a particular radius r.

This thesis is focused on normal-conducting magnets, consisting of a

ferromagnetic yoke that guides and concentrates the magnetic flux in the gap.

The magnetic field is generated by an excitation current, I in coils surrounding

the magnet poles. Figure 1.2 shows a vertical section view (left) and a horizontal

section view (right) of the C-shaped dipole magnet used in this work. The

position of a point in the gap of the magnet is defined using co-ordinates x, y and

s. The x-axis is lateral and lies in the plane of symmetry of the poles, whilst the

y-axis is the vertical axis. The s-axis is longitudinal and spans along the central

line between the pole edges. The origin for the x, y coordinates lies on the s-axis,

at which point s = 0.
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1.1.2 | Magnetic field assessment

Precise knowledge of the magnetic field in synchrotrons is crucial for RF cavity

control, beam diagnostics and qualitative feedback to operators. In particular,

magnetic field reproducibility and stability play an important role to maintain

the beam on the desired central trajectory [9]. This refers to the consistency of

the field assessment conducted over repetitions of various cycles. As a result,

correct observation of the instantaneous field must be guaranteed for machine

operation. Moreover, care is taken to keep track of the powering history due to

the hysteretic behaviour of the yoke’s magnetisation. For this reason, magnet

pre-cycling and thorough cycle configurations are tested and set in place

during a synchrotron’s commissioning. Accurate magnetic field assessment in

a synchrotron can be obtained using either an on-line or off-line approach [9].

In this thesis, two common on-line approaches are considered for deriving

the magnetic field in the bending dipole magnets of a synchrotron: real-time

magnetic measurement systems and magnetic field models.

A B-train is a real-time magnetic field measurement system, aptly named as

in the past it distributed the field as a train of pulses on a dual digital serial

channel, where one pulse represented a certain increment or decrement. The

instrument consists of multiple sensors installed within a dedicated reference

magnet (where possible). This magnet is identical to those in the ring, physically

isolated to be easily accessible, and electrically connected in series with them to

generate the same field at any given time. An acquisition chain contains the

electronics required to process the sensor data and transmit it to the users. A

functional layout of a B-train system is depicted in Figure 1.3. A fixed induction

coil provides a voltage, Vc proportional to the field rate of change, which is

integrated to obtain the field. The constant of the integration is provided by an

additional local sensor (field marker), which provides a trigger signal, tk when

a preset magnetic field value Bm is reached. The B-train is designed to provide

the average field B(t) over all the bending magnets in the ring:

B(t) = Bm −
1

Ac

∫ t

tk

Vc(τ) dτ, (1.7)

where k = 1, 2, .., n refers to multiple field markers and Ac is the effective area

of the induction coil.
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Figure 1.3: Functional drawing of a B-train system showing the ring magnets connected
to the reference magnet housing the sensors, as well as the electronic acquisition chain.

On the other hand, magnetic field models obtained from simulations or

previous magnetic measurements present a substitute for the magnetic field

assessment in synchrotrons. Such models are used in synchrotrons where a

reference magnet is not available for real-time measurement. A magnetic field

model can also run in parallel with a real-time B-train system, where it can

help calibrate the system or else act as a backup. Alternatively, at the Large

Electron-Positron Collider (LEP) [10] and the LHC, an off-line approach is

implemented [9]. Look-up tables are pre-generated in these cases and used to

derive the excitation current required to power the magnets. In particular, a

semi-empirical model based on a large database of test results was developed

for the LHC [11], which generates the look-up tables as well as a description of

the dynamic behaviour of multipole field errors.

The estimated field obtained by either of the forementioned methods is fed

back to the RF system, where it is used to compute the revolution frequency

f according to the following relation [12]:

f =
c

2πr
1√

1 +
(

m0c
Brq

)2
(1.8)

where c is the speed of light, r is the average nominal beam radius and m0 is the

rest mass of the particle in the synchrotron.
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1.2 | The Antimatter Factory

The Antimatter Factory located at the European Organisation for Nuclear

Research (CERN) is the primary factory for creating the most expensive atoms,

by weight, worldwide. In fact, it is one of the few places in the world where

antiatoms are created daily. Antiatoms are notably difficult test subjects.

Having the same mass but opposite charge to ordinary atoms, they annihilate

in a flash of energy when combining with normal matter, which makes up

everything around us [13]. Hence, antiatoms must be carefully manufactured

and trapped for each test. Moving and trapping antiprotons or positrons

(antielectrons) is easy because they are charged particles. But the most common

element used in antimatter experiments is neutral antihydrogen, produced by

combining the two. It is far more difficult to capture, so a specific trap which

considers that the element is slightly magnetic is used. Another difficulty in

making antimatter is that the particles can only exist for a short amount of

time before disappearing. Despite the challenges, the scientific output from

these experiments is anticipated to be cutting-edge. Ordinary matter and

antimatter are predicted to behave identically, responding identically to gravity,

for example. However, in the universe around us, it can be noted that more

matter exists than antimatter [14], which contradicts what we know so far about

antimatter. Any asymmetry noted between the two types of matter could be an

indicator of new unknown forces, beyond those defined by the standard model

and Einstein’s general relativity [15].

The Antimatter Factory produces low-energy antiprotons for antimatter studies

by slowing down these particles using two decelerators: the Antiproton

Decelerator (AD) [16] and the Extra Low ENergy Antiproton (ELENA) ring [17].

This complex supplies antiprotons to six different experiments. In particular, the

Antihydrogen Laser PHysics Apparatus (ALPHA) [18], Atomic Spectroscopy

And Collisions Using Slow Antiprotons (ASACUSA) [19], Baryon Antibaryon

Symmetry Experiment (BASE) [20] and Antihydrogen Trap (ATRAP) [21]

experiments use different techniques to study antihydrogen atoms and their

properties. The two other experiments, Antihydrogen Experiment: Gravity,

Interferometry, Spectroscopy (AEGIS) [22] and Gravitational Behaviour of

Antihydrogen at Rest (GBAR) [23] investigate the behaviour of antihydrogen

atoms under the effect of gravity.
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Figure 1.4: Schematic diagram of the Antimatter Factory and the placement of
experimental installations [24]. Antiprotons from the production target are injected
into the AD, decelerated and slowed down further in the ELENA ring before being
transported by magnetic beamlines to the six experiments.

A schematic diagram of the Antimatter Factory complex is illustrated in

Figure 1.4. Antiprotons are created from a proton beam coming from the

Proton Synchrotron (PS) that is fired into a block of iridium. At this stage, the

antiprotons produced have too much energy to be used to make antiatoms,

and they are moving randomly in all directions. The first decelerator, the AD,

slows down these particles to an energy of 5.3 MeV1. A technique known as

electron cooling is used to reduce the spread of energy of the antiprotons and

their deviation from the central path.

Once the antiprotons are slowed down, they are ready to be ejected into

the second decelerator. The ELENA ring is a new deceleration ring being

commissioned at CERN’s Antimatter Factory. The small 30.4 m circumference

synchrotron further slows down antiprotons from the AD from 5.3 MeV down

1In particle physics, the energy is expressed in eV (electron-volts) where 1 eV is the energy
gained, or lost, by an electron when traversing across an electric potential of 1 V.
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Figure 1.5: A schematic of the layout of the ELENA ring and its components [24].

to 100 keV. Decreasing the energies to this level, and making use of an electron

cooler to reduce beam emittance, is expected to allow the existing ATRAP,

ALPHA, and AEGIS experiments to capture around 100 times more particles

in traps, compared to directly using the 5.3 MeV AD beam. Considerable

improvements in the atomic spectroscopy and collision experiments of

ASACUSA are expected as well [25]. A new beamline was constructed for

GBAR, the newest collaboration in the complex to receive antiprotons directly

from the ELENA ring.

The ELENA machine uses an RF cavity to decelerate the antiprotons, providing

an RF voltage over a frequency range between 144 kHz and 2 MHz [26].

Since antiprotons present several challenges to produce and they need to be

distributed amongst six experiments, progress in the commissioning of the

ELENA ring is also made using H− ions and protons coming from a local

source. Moreover, ELENA includes a system dealing with cycle generation,

timing and synchronisation that allows interleaved machine cycles, permitting

simultaneous machine studies [27]. A schematic of the layout of the machine

is shown in Figure 1.5. The ring includes six C-shaped dipole magnets, with a

bending angle θ, of 60°, and a bending radius r of 0.927 m [17]. An additional

magnet is used as a reference for the B-train system, whilst a spare magnet is

used for tests in a measurement laboratory.

Commissioning of the ELENA ring started in November 2016 and culminated

in August 2017 with the first antiproton beam circulating in the ring. Figure 1.6
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shows the mechanically finished ring with the majority of its main components

at the start of first beam. Commissioning of the ring continued until the end of

2018, and is expected to restart after CERN’s long shutdown in 2021. GBAR was

the first experiment to receive antiprotons from the ELENA.

Figure 1.6: The ELENA ring during the commissioning period [28].

1.3 | Project description and objectives

The Field In REal-time Streaming from Online Reference Magnets (FIRESTORM)

project is a CERN-wide consolidation project of the B-train systems for the

PS, Proton Synchrotron Booster (PSB), Super Proton Synchrotron (SPS), Low

Energy Ion Ring (LEIR) and AD, as well as the installation of a new B-train for

the ELENA ring. Each system includes a field simulation facility, which can be

used to tune the instrument after each restart and, under certain circumstances,

to replace the B-train measurement.

The main reason for changing the previous systems is due to ageing electronic

components, with spare components becoming limited or obsolete. Also, the

failure to meet the required precision under certain conditions motivates the

need for improved measurement techniques [29]. As a result, a common and

renovated B-train system was proposed to be deployed progressively across the

six machines. In particular, the main design features include:

10
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– Uniform electronics across all machines, which results in improved

maintainability. This also includes improved remote diagnostics

capabilities.

– Using CERN-standard components such as Linux Front Ends, Front End

Software Architecture (FESA) C++ software, FPGA Mezzanine Cards

(FMCs) and White Rabbit serial distribution [30].

– Serial distribution over optical fibre (White Rabbit) with a bandwidth up

to 1 MHz and a maximum latency up to 20 µs.

– Using magnetic field sensors found industrially such as Nuclear Magnetic

Resonance (NMR) probes and signal processing units.

This consolidation project is expected to reach its peak in 2021, when the

synchrotrons at CERN will restart after upgrades. In the machines where a

B-train already exists, the setup and configuration of the instrument is expected

to transition from the older (legacy) system by having the two systems running

in parallel over a trial period. However, in the case of the ELENA, both the

magnets and measurement system are yet to be characterised, as this is the

ring’s first magnetic field measurement system. Even though a uniform system

exists for all machines, each machine requires a different sensor configuration,

calibration methods, performance evaluation techniques and simulation facility

based on the synchrotron’s beam characteristics.

The aim of this thesis is to develop and optimise the B-train system for the

ELENA ring, contributing to both the measured and simulation facilities that

it offers. To achieve this goal, the following specific objectives have been set:

– To characterise the B-train system and formulate a magnetic

measurement model. The model infers the average field in the ring

magnets based on the measurement of the reference magnet. This

involves understanding the behaviour of the ring and reference magnets,

electronics, and sensors within the reference magnet. An upgraded

measurement model to Equation 1.7 is proposed, as well as a rigorous

uncertainty analysis that sheds light on potential improvements to the

B-train.
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– To validate the performance of the ELENA B-train in operation and

confirm a measurement reproducibility and accuracy target of 2 units2.

The behaviour of the measurement system is investigated in different

operating conditions. This involves the characterisation of random errors

created by the measurement, as well as systematic errors and their

calibration with beam measurements.

– To optimise the position of the field marker sensors. An experimental

search for the optimal position within the ELENA dipole magnet is

carried out. A performance comparison analysis between the original

and proposed sensor setup is performed to investigate the feasibility of

implementing this idea in the ELENA B-train system.

– To develop a model for magnetic field prediction in the ELENA ring.

Following dynamic measurements of the magnet, an analytical model is

proposed which can perform within the 2 units accuracy target.

In this work, two types of measurements are performed in different

environments:

– Off-line measurements performed on a spare magnet test bench in a

measurements laboratory. In this case, measurements are acquired using

a data acquisition box and the data is processed at a later stage.

– On-line measurements are B-train measurements obtained during the

commissioning and operation of the instrument.

The project’s motivations with respect to the current state-of-the-art are

summarised in Table 1.1. The novelty developed in this work lies in the

development and application of a rigorous measurement model, including a

new field marker calibration method and validation technique. Another novelty

in this work is the investigation of the field marker sensor position within the

magnet, proving potential improvements in the magnetic field measurement

accuracy. Finally, a magnetic field model is presented, which improves on

the current state-of-the-art facilities for dynamic hysteresis prediction in

synchrotrons.

2The unit used for relative measurement accuracy or reproducibility in this thesis is
1 unit = 1× 10−4 = 100 parts per million (ppm).
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Table 1.1: Summary of the state-of-the-art and motivation behind this work

Current state-of-the-art Motivation and research gap

-Synchrotron field measurement systems
are used in high-energy accelerators with
very short cycle times.

-The commissioning of a field measurement
system operating in very low fields and long
cycle times.

-B-train measurement models require
careful trial-and-error systematic error
compensation using a beam calibration
method.

-Upgrading the measurement model
with a focus on providing an absolute
measurement without the requirement for a
beam calibration method.

-Field markers are historically positioned
in the centre of the reference magnet gap
wherever possible.

-Finding an optimal field marker position
which provides a more reproducible
performance.

-Real-time magnetic field measurement is
preferred over the use of models due to
hysteresis and dynamic effects.

-Development of a hysteresis model operating
as a backup to the measurement that can
model high-hysteresis, low-saturation and
strong eddy current effects.

1.4 | Structure of the thesis

This work is divided into the following chapters in order to help the reader

understand the work done, and how this contributes to the operation of the

ELENA B-train.

An overview of synchrotrons and the role of magnets in these machines is

provided in Chapter 1. The two different approaches to assess the magnetic

field in synchrotrons are discussed, where B-train systems are introduced as an

efficient mechanism for estimating the magnetic field in real-time, thus ensuring

the proper functionality of synchrotrons. The ELENA ring is introduced as

a new decelerator at CERN and its basic components are briefly described.

The goal of this project is to commission and validate a B-train system for the

ELENA ring as part of CERN’s FIRESTORM project. This project is defined

together with the expected project objectives.

The techniques used in evaluating the magnetic field in a synchrotron are

reviewed in detail in Chapter 2. Different measurement techniques used in

B-train systems are discussed, as well as the application of these systems

in various synchrotrons. The challenges in magnetic field evaluation are

highlighted, and the state-of-the-art hysteresis modelling techniques that have

been applied to synchrotrons over the years are compared. A description

of the FIRESTORM architecture is then provided, including detail on each
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module making up an acquisition chain. This is followed by more details on

the operating conditions and the performance specifications for the ELENA

B-train. Following a literature review and identification of the research gap, the

motivation behind this work is presented.

Subsequently, Chapter 3 presents a magnetic measurement model for B-train

systems, including the characterisation procedures undergone in the case of

the ELENA ring. Measurements performed during the ELENA commissioning

period are described and discussed. This chapter also presents an uncertainty

estimation, highlighting the main error sources in the measurement procedure.

The performance of the characterised system is evaluated in Chapter 4. This

consists of three performance-related exercises carried out throughout the

commissioning stage of the ELENA. The metrological performance of NMR

field markers for the ELENA is evaluated, followed by a reliability run of the

instrument, as well as a beam calibration which determines the accuracy of the

commissioned instrument.

Chapter 5 presents innovative measurements performed in an experimental

search for an optimal position for field markers within the magnet gap.

Measurements at different dynamic conditions are also presented and discussed.

Finally, the feasibility of changing the position of the field marker sensors for

the ELENA B-train is investigated.

This is followed by Chapter 6, which presents two magnetic field models. The

first model is based on off-line measurements of the ELENA dipole magnet,

focusing on the decomposition of the field in the gap of the magnet using

polynomial equations and machine learning methods. The second hysteresis

model is a Preisach-Recurrent Neural Network, which can model both major

and minor loop hysteresis for material science applications.

Finally, Chapter 7 summarises the achievements of this work, providing some

concluding remarks and suggestions for possible future work. An appendix is

included as an addendum to this study. This delves deeper into the comparison

of the performance of two possible sensors that could be used as part of the

ELENA B-train setup.
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Chapter 2

Literature Review: Magnetic Field

Evaluation Methods

2.1 | Introduction

Chapter 1 defined two different on-line methods used to evaluate the magnetic

field in synchrotrons: B-train systems and magnetic field models. This chapter

gives more details on the magnetic field behaviour in synchrotrons, as well

as a review of the two field evaluation methods. A short background and

literature review of different measurement techniques used in off-line and

on-line measurements of dipole magnets is presented. This is followed by a

review of the setup and commissioning procedure of B-train systems in different

machines, as well as a review of different hysteresis modelling techniques. The

FIRESTORM project is subsequently introduced, as well as the proposed B-train

architecture for the ELENA ring. In conclusion, the motivations behind this

thesis are presented, in relation to the development of the research field.
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2.2 | Magnetic field effects

A magnet’s yoke guides and concentrates the magnetic flux in the gap of

the magnet. The ferromagnetic properties of materials used in the cores of

synchrotron magnets are dependent on a number of factors such as composition,

thermal and mechanical history, and dynamic effects. This section discusses the

two main effects that characterise synchrotron magnets when a beam of particles

is circulated in the vacuum chamber.

2.2.1 | Hysteresis

Ferromagnetic materials consist of many small regions called domains, in which

all the magnetic dipoles are aligned in a parallel manner. When the material is

in a demagnetised state, the directions in which the domains are magnetised are

either randomly distributed, or in a way such that the resultant magnetisation

of the specimen is zero [31]. When an external magnetic field is applied to the

material, the domains are forced to orient in the same direction. The energy lost

during the transition of domains between magnetic states leads to the effect of

hysteresis.

Figure 2.1 shows the B− H relationship of basic types of hysteresis curves, with

Hmax and Bmax referring to the maximum applied field intensity and flux density

respectively. Magnetising a ferromagnetic material, first with a monotonous

increasing field, and after an arrival to the saturation state with a monotonous

decreasing field, the magnetisation does not come back along the original curve.

The first increase in field intensity results in the initial magnetisation curve, and

going back to a current of zero, the residual amount of magnetic flux density

Bres is termed as the residual flux.

In order to erase this residual flux, a current in the opposite polarity is

applied until the coercive magnetising force, Hc is reached. This process in

ferromagnetic magnets is called degaussing [32] and is carried out by applying

a series of triangular waves with the amplitude decreasing by a fraction

at every maximum point, as demonstrated in Figure 2.2. The maximum

value of this signal should at least be higher than any current applied to the

material [33]. Due to the fact that most synchrotrons operate using a unipolar

power supply, such a procedure may not be possible everywhere, leading to

alternative solutions such as avoiding ramping down to zero current but to a
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Figure 2.1: Diagram showing the major and minor hysteresis loops of a ferromagnetic
material.
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Figure 2.2: An example of a degaussing cycle that is applied to a magnet to erase the
residual field.

low current value [34]. The conventional hysteresis loop is a major loop, where

the saturation magnetisation of the material is reached. In most applications,

however, saturation is never reached. After the material is demagnetised, when

cycling symmetrically between ±Hmax, the flux density exhibited is categorised

as a symmetric minor loop.
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In synchrotrons, the dipole magnetic field is produced using either

iron-dominated magnets or superconducting magnets, the latter in the

case fields beyond 2 T are desired [6]. A dipole field is generated in the gap of

the magnet by an electric current I in current carrying coils surrounding the

magnet poles. A ferromagnetic yoke surrounds the coils, providing a return

path for the magnetic flux. In a typical synchrotron operational cycle, the

current increases monotonously up to a pre-defined maximum value with a

possible pause on the ramp-up or ramp-down, and then goes back down to the

minimum value. Hence, the excitation current keeps the same sign, in the first

quadrant of the hysteresis loop, and saturation is rarely reached. This is referred

to as an asymmetric minor loop.

Starting the magnetisation process from a demagnetised state, during the first

few cycles the hysteresis loop will not be closed. This shows the presence of a

transient state between the initial magnetisation curve and a stable state when

applying the same excitation cycle repeatedly. This stage of stabilisation of

minor loops is called accommodation [35, 36], and the cycles performed in this

transient period are referred to in the synchrotron context as pre-cycles. The

number of these pre-cycles is usually determined by experimental measurement

of the field reproducibility at a specific point in the cycle. Minimum pre-cycle

time is important as pre-cycles which are too long reduce the time available

for beam experiments. Bottura et al. [37] propose four pre-cycles to stabilise the

magnetic field in resistive magnets.

2.2.2 | Eddy currents

In synchrotrons, magnetic cycles consist of dynamic changes, with the current

changing linearly with time to ramp-up to a magnetic field level, and then

ramping down again to the original field level. Faraday’s law states that a

voltage is induced in a conductor loop, if it is subjected to a magnetic flux which

varies with time. According to the law:

∇× E = −∂B
∂t

, (2.1)

where an electric field E is generated, which in conductive materials is related

proportionally to the current density J:

J = σE, (2.2)
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with σ representing the material’s conductivity [38]. The induced current forms

around the magnetic field lines in a circular manner and stands perpendicular

to them. Eddy currents are induced in the laminations, magnet coil and in the

vacuum chamber of a synchrotron magnet [39]. They reduce the magnetic field

by inducing themselves a magnetic field in the opposite direction according to

Lenz’s law.

Problems with measuring dynamic magnetic fields come about due to eddy

currents. One of the effects of the magnetic field created by eddy currents

includes the impairment of the field quality in the magnet’s good field region.

Another effect is that it delays the achievement of the nominal DC field, where

one must wait for the eddy current to decay before one can reach a stable

situation for injecting or extracting the particles. In the cases of fast changing

magnetic fields, the resulting Lorentz force must be kept in mind as it might

lead to stresses in the material [40].

In order to minimise these effects, measures are taken during a magnet’s

design stage by using insulated lamination sheets. Eddy current effects

depend on multiple factors such as the magnetic properties of the iron yoke,

temperature and mechanical tolerances that lead to undesired air gaps in the

magnetic circuit [41]. Hence, these effects are hard to predict and experimental

measurements need to be performed to characterise this behaviour [42]. This

effect is measured by evaluating the time constants of the different eddy current

circuits that are expected in the magnet. These include the pole eddy currents,

end plate eddy currents as well as eddy currents in individual laminations [43].

2.3 | Magnetic measurement techniques

Numerous proven measurement techniques and equipment are readily

available for measurement tasks related to normal-conducting magnets. It is

hence prudent to investigate existing possibilities carefully before considering

the development of a more unfamiliar measurement method. This section

will review the most common techniques used in the measurement of

synchrotron magnets, both in off-line environments, as well as in real-time

B-train measurements.
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2.3.1 | Induction coils

Induction coils are a collection of sensors composed of a number of loops of

conducting wire, subjected to a magnetic field B, generating a voltage Vc, as

described by Faraday’s law of induction in Equation 2.3. The coil voltage is given

by the rate of change of the magnetic flux Φ, where the negative sign indicates

that the induced voltage generates a current that leads to a field which opposes

the flux variation with time [44]. For a loop with a surface S:

Vc = −
dΦ
dt

= − d
dt

∫
S

B dS, (2.3)

where dS is the normal to the surface. A voltage can be induced in the coil

either by varying the magnetic field, or by changing the orientation of the

coil. In the case of a constant magnetic field, the coil’s orientation or position

is changed [45]. In a dynamic magnetic field, such as in B-train systems, the

coil is kept static, and the coil provides a measurement of the flux change (∆Φ)

between two time markers (tstart and tend). The average value of the field over

the coil’s area can be calculated from either the instantaneous or voltage integral

with time:

∆Φ = Φend −Φstart = −
∫ tend

tstart
Vc dτ. (2.4)

Performing integrals on measurements brings the advantage that unwanted

high-frequency noise components are filtered [44]. Another benefit of this

method is the flexibility in the design of the instrument so that it fits the

requirements of a measurement. It can be made small for point measurements,

or very long in the beam path direction so that the integral field along the gap

can be measured. An induction coil is a linear device and its sensitivity can be

designed according to the field to be measured. In practice, the application of

the induction method is restricted to field levels above 0.1 µT, with no specific

limitation at the upper end.

The main limitation in fixed coil measurements is the small voltage offset

generated by parasitic currents in the electronics or thermal voltages. An input

voltage offset results in a visible field drift when integrated, that often cannot

be distinguished from the physical field change [46]. When the measurement

is longer than a few seconds, this phenomenon becomes significant, and hence
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the voltage offset must be removed before the integration occurs.

The quantity of interest in magnetic field measurements for synchrotrons is the

integral field I(t), which can be defined as:

I(t) =
∫ ∞

−∞
B(t, s) ds, (2.5)

where B(t, s) is the magnet’s field profile as a function of time and s is the

longitudinal co-ordinate. The magnetic flux linked through an induction coil

within the magnet’s gap is used to derive I(t). Considering that the field

variation in the direction transverse to each coil is negligible, the flux at any

given time for NT winding turns is [44]:

Φ(t) = NT

∫ ∞

−∞
w(s)B(t, s)ds = weff(t)

∫ ∞

−∞
B(t, s)ds, (2.6)

where w(s) is the winding width, which varies along the coil because of

manufacturing tolerances, and weff is the effective width, represented by:

weff(t) =
Φ(t)
I(t)

=
NT
∫ ∞
−∞ w(s)B(t, s)ds∫ ∞
−∞ B(t, s)ds

. (2.7)

The effective width expresses the average geometric coil width, weighted by the

field profile. Hence it is dependent upon the specific magnet being measured,

where the same B(s) is expected for both calibration and normal measurements.

This parameter is crucial in B-train measurements as it defines the relationship

between the measured flux and the desired integral field measurement.

2.3.2 | Magnetic resonance sensors

The magnetic resonance phenomenon is based on the change of the spin state of

the nuclei or electrons in the presence of an external field B0. The resonance,

i.e., the jump between the two spin states, happens when an excitation RF

signal with frequency f0, having a magnetic component perpendicular to B0

corresponding to the difference between the energy of the two states is fed to

the sample:

f0 =
γ

2π
B0, (2.8)

where γ is referred to as the gyromagnetic ratio. Nuclear Magnetic

Resonance (NMR) is a standard for field sensors, providing the best accuracy

for a vast magnetic field range [47], with γ/2π = 42.576 MHz/T [48]. The
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commercial NMR equipment is designed to operate by sweeping the frequency

and locking when a resonance curve occurs. In the application of these sensors

in marker mode, the NMR probe is excited at a predefined frequency by an

RF signal generator. The NMR signal in Figure 2.3 is produced, where the

minimum peak indicates the presence of the applied resonant frequency. The

main constraint of NMR field markers is that they cannot be used for fields

lower than 43 mT, as the field needs to be strong for the spin-flip energy gap to

rise well above the thermal noise [49]. Hence at lower fields, the signal-to-noise

ratio and the width of the resonance signal are diminished. The performance

deteriorates as well in inhomogeneous fields since the spin in different probe

regions resonates at varying times. In the event of high space gradients, the

system cannot lock the resonant frequency and a compensation coil has to be

added [50].

In circumstances where a field lower than 43 mT is needed, Electron Spin

Resonance (ESR) sensors can be used. The FerriMagnetic Resonance (FMR)

sensor makes use of the ESR phenomenon, based on the difference between

the energy emitted and absorbed by electrons switching between opposite spin

states. A FerriMagnetic Resonance (FMR) sensor composed of a band-pass

Yttrium Iron Garnet (YIG) filter operates with γ/2π = 28.02 GHz/T [51],

generating a resonant signal as shown in Figure 2.3. Due to small probe

sizes and comparatively low Q-values, considerable field gradients can be

Figure 2.3: NMR and FMR resonant signals at 0.2 T.
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tolerated [52]. In addition, FMR markers are compatible with commercially

available NMR teslameters and hence FMR probes can be interchanged with

NMR probes quite easily. On the contrary, an FMR resonant signal has a

broad resonance peak (making it more difficult to detect the peak), and is

temperature-dependent as it has to be optimised for each specific application.

Several studies [51–55] investigate the application of magnetic resonance probes

as field markers for synchrotrons. NMR field markers applied in combination

with an induction coil measurement have already been applied to the high

precision field measurement of the SPS, operating a cycle with plateaus

at 60 mT and 2 T, but these are not used anymore [47]. However, NMR

field markers are still operational in the PSB. Beaumont [53] investigates the

performance of both NMR and FMR field markers implemented in the PS

ring, where a reproducibility of 5 µT and 12 µT respectively is reported

when a combined-function magnet is operated at different field levels. It also

confirms that in the case of NMR sensors, as the ramping rate is decreased, the

reproducibility improves, with the best performance observed at 25.6 mT/s. In

the case of FMR sensors, the effect of the ramp rate, gradient and temperature

has been found to match the specifications for their application as field markers,

with the biggest limitation being a stable support [54]. This demonstrates that

in contrary to NMR sensors, FMR sensors perform well in high field gradients,

and in fact, they are used in the LEIR where the magnets exhibit relatively high

field gradients [56].

2.3.3 | Hall generator

The Hall generator provides an instant point measurement of the field, using

simple equipment and a compact probe. Considering a block such as in

Figure 2.4, a voltage VH is developed when a current passes through the

conducting material located in a magnetic field:

VH =
IBRH

d
(2.9)

where d is the block’s thickness and RH is the Hall coefficient of the material

used. When a magnetic field is present, charge carriers experience the Lorentz

force, accumulating on one face of the material, leaving an opposite charge on

the other face. This results in a voltage proportional to the field. Since Hall

generators are sensitive only to the magnetic field component perpendicular to
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Figure 2.4: Hall generator principle, where a voltage proportional to the field is created
across the length of a material.

its plane, they can additionally be used to determine the flux density direction.

Hall generators are normally mounted on a probe and referred to as Hall

probes. There are two main types of Hall probes used in magnetic measurement

applications. Uni-planar Hall probes are able to measure fields in one direction:

transversal or axial. These sensors are sensitive to the field component

perpendicular to the device surface. The second type of Hall probes are made

of two or three-axis devices, consisting of plates that are oriented in different

directions.

The benefit of this sensor is that it is possible to make a cheap instrument with

the mT range to a few Ts with an accuracy of 1000 ppm, which can be improved

at the expense of the measurement speed [57]. Using precision voltmeters,

accurate voltage measurements are possible in the µV range, providing a

resolution better than 0.1 µT. The most significant factor which affects the

instrument’s accuracy is the variation of temperature. RH has a temperature

dependency that can be of the order of 100 to 1000 ppm/°C. Magnetic field

gradients can also have an effect on the Hall voltage due to the finite size of

the probe, and hence this limits the measurement of inhomogeneous fields [58].
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2.3.4 | Fluxgate magnetometer

A fluxgate magnetometer consists of three coils wound around a thin and

linear ferromagnetic core as shown in Figure 2.5. The sinusoidal current in the

modulating coil produces a magnetic field beyond the saturation field of the

material, whilst the detection coil picks up the voltage and generates an error

signal proportional to the field. The bias coil maintains zero field in the material,

improving the linearity of the instrument. This is done based on the error signal

from the detection coil. Once the error signal is zero, the measured field is equal

and opposite to the field generated by the bias coil. Commercially, fluxgate

magnetometers can be found with an upper limit of the order of a few tens of

mT and a resolution of 1 nT [57]. With the ability to measure at such low ranges,

this makes fluxgate magnetometers popular in the measurement of fringe and

background magnetic fields.

Figure 2.5: Fluxgate magnetometer composed of a modulating coil, a bias coil and a
detection coil.

A basic version of the fluxgate concept is known as peaking strip [51], adapted

to generate trigger signals when the external field exceeds a threshold value,

hence causing the magnetisation to flip. The biggest advantage of applying

this sensor is the compatibility with field gradients, improved as its size is

reduced. Nonetheless, the dissipated heat in the bias coil makes it unsuitable for

operation above a few mT [59]. It can provide a point measurement of magnetic

fields with an accuracy of 100 ppm or better, limited by the error in the value

attributed to the bias coil [58]. Both inhomogeneous and uniform fields can

be measured with fine peaking strips. These sensors have been used as field

markers in the PS since its commissioning, but were eventually replaced, as

they require very specialised manual labour to build, as they need to be encased

in a blow glass capsule to preserve the state of mechanical strain in the magnetic

element.

25



Chapter 2. Magnetic Field Evaluation Methods 2.4. B-train systems in other machines

In conclusion, this section has provided a quick overview of some of the most

common measurement methods used in the synchrotron environment. The

techniques described are complementary, and a well-chosen combination of

multiple of these methods can definitely meet most requirements.

2.4 | B-train systems in other machines

B-train systems use a combination of integral and local magnetic field

measurement techniques to estimate the dipole field, as shown in Equation 1.7.

Induction coils are the primary sensors used for the integral field measurement.

Any sensor capable of measuring absolute field values could be considered,

in principle, to take the role of a field marker. Hall-effect sensors, peaking

strips and magnetic resonance based sensors have been used successfully in

the past. This section will review the sensor setups in machines other than the

ELENA ring, measurement models and performance of several B-train systems

implemented in particle physics research centres and hadron therapy centres.

2.4.1 | CERN

At CERN, five machines make use of B-train systems: the LEIR, the PSB, the

PS [60], the Super Proton Synchrotron (SPS) and the AD, where in particular, the

PSB, LEIR, SPS and PS form part of the LHC injector chain. These instruments

have been in operation for several decades, however, despite their good track

record, certain improvements such as an increase in resolution are necessary for

long-term reliability.

The PS ring is composed of 100 combined-function magnets, having

hyperbolically-shaped poles that include a quadrupole field component to

the dipole component. The magnets consist of two halves where the slope

of the poles is inverted, such that the quadrupole is focusing in one half and

defocusing in the other half. An additional reference magnet is set aside to be

used for the B-train system. The induction coils are placed in the centre of two

blocks on the focusing side and on the defocusing side. The setup includes one

FMR field marker at 48.5 mT on the focusing side and another FMR marker at

49.5 mT on the defocusing side, just below the injection field level. The minor

difference between the two field marker levels is due to the different field

configurations in the two halves of the magnet and is aimed at having the two

digital triggers generated approximately at the same time. The two halves of
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the magnet function as two independent magnets and the generated signals are

fed in parallel to a single B-train acquisition chain, where the field values are

averaged.

The PSB consists of four superimposed rings and an induction coil with an

equivalent surface of 1.6 m2 is placed in the centre of the third ring of a separate

reference magnet. Metrolab’s PT2025 teslameter [48] and NMR probes are

used as part of the field marker setup. This B-train system consists of one field

marker per unit, marking at a field level of 110.8 mT, i.e., slightly lower than the

injection level. To date, the PSB B-train is using a prototype of the FIRESTORM

system, and the new instrument will become operational as of 2021. In the

SPS ring, an induction coil and NMR setup can be found in two reference

magnets [61]. Field markers have not been used in the SPS since the 90’s, but

are set to be re-introduced [62].

In the LEIR, no separate reference magnet is available as the accelerator is

composed of only four 90° bending dipoles. As a result, the induction coils

and FMR markers are installed in the non-uniform, fringe-field region of

an operational ring dipole magnet as shown in Figure 2.6. This means that

maintenance or replacement of these sensors is extremely impractical. The LEIR

B-train includes one field marker for each unit, set at a field level of 251.2 mT,

and a short 0.6 m2 induction coil. Similarly, the B-train system implemented in

the AD uses a magnet from the ring, and the field marker is a NMR sensor, set

at 330.7 mT. In this case, a field model is preferred over the measured B-train for

RF stability due to field fluctuations on long plateaus [63].

In these cases, the instruments are characterised using a more detailed version

of the measurement model in Equation 1.7:

B(t) =
g1

l∗

(
Bm`m + Boff −

g2

weff

∫ t

tk

Vc(τ) dτ

)
, (2.10)

where g1 and g2 are scale parameters, Boff represent an offset error and

l∗ =
2πr
NB

(2.11)

is the fraction of the circumference corresponding to each dipole magnet,

where r is the ring’s nominal bending radius and NB is the number of dipole

magnets [65]. The magnetic length parameter, `m is the ratio between integral
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Figure 2.6: Sensors within the LEIR magnet installed on the mid-plane of the gap just
outside the vacuum chamber [64].

and local field, and is used to infer the integral field based on the field marker

point measurement. Parameters are initially set to their nominal value, with the

calibration parameters g1 and g2 set to 1, and Boff set to zero. Once the beam in

the machine is available, an in-situ calibration takes place, where the calibration

parameters are calculated to correct any mismatches between the nominally

calculated parameters and the actual parameters with the beam in place.

2.4.2 | Heidelberg-Ion Therapy Centre

The Heidelberg-Ion Therapy Centre (HIT) in Germany is a particle therapy

centre with a synchrotron that accelerates proton and carbon ions to treat

localised tumours in cancer patients. Knowledge of the magnetic field is

crucial in this case as it is used to control the power supplies using a feedback

approach. In this way, field errors caused by hysteresis and eddy current effects

can be compensated. A B-train system with an induction coil and Hall probe is

implemented on a ring magnet as shown in Figure 2.7. NMR probes could not

be used as the field is inhomogeneous, and hence a Hall probe was optimised

to work in the 50 - 200 mT range [66].

For optimal performance, a beam radial deviation within 1 mm is expected,

which requires an accuracy of 2 units in the field measurement [67]. The field

is measured in only one ring magnet, as it is shown that the difference between

them is negligible. A precise integrator that compensates for drift and calibrates

during the measurement is also applied [68]. The system is characterised by a
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Figure 2.7: Sensors installed within the HIT bending dipole magnet [67].

measurement model that is similar to Equation 2.10, but applied for the integral

magnetic field [67]:

I(t) = g1(VH(tk)−V0)− g2

∫ t

tk

Vc(τ)dτ (2.12)

where VH(t0) − V0 is the Hall voltage, corrected for offset errors, whilst g1

and g2 are scale factors associated with the two sensors. An in-situ calibration

takes place when the beam is available to correct for errors resulting from

fringing fields and non-linearities of the integrator. The advantage of an in-situ

calibration is that it includes all effects caused by cables, power supplies, sensors

and electronics [69].

2.4.3 | MedAustron

MedAustron, an Austrian centre focusing on ion therapy and research is based

on a synchrotron composed of 16 dipole magnets generating fields from 90 mT

to 1.5 T [70]. A separate dipole magnet placed outside the synchrotron is used

as a reference magnet, enabling the precise measurement of the field without

the disturbance of the particle beam [71].

The sensor setup consists of a curved printed circuit board coil array [70] as

well as a NMR probe per unit with a PT2025 teslameter. The system allows

distribution of the field at 300 kHz and is used for RF and power converter

control. A simulated facility is also available, that can be used in parallel or
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as a replacement [72]. The B-train system was developed in collaboration with

CERN and hence benefits from a similar architecture and measurement model

as described in Section 2.4.1.

2.4.4 | Italian Centre for Oncological Hadron therapy

The Italian Centre for Oncological Hadron therapy (CNAO) in Italy is a

hadron therapy facility based on a synchrotron that can accelerate both

protons and carbon ions. The field is measured in a separate dipole magnet

connected in series with the 16 ring magnets and is then fed back to the power

supply. It is also used to control the frequency of the RF cavity. A diagram

of the control system is shown in Figure 2.8. A Field Programmable Gate

Array (FPGA) generates control signals for the power supply and treats the

digitised measured signals. The readings are translated into two digital bit

signals B_up and B_down, corresponding to an increment and decrement of the

field, respectively. This is fed to the power supply which calculates the output

current to be sent to the magnets [73].

The field is obtained by integrating the induced voltage in a coil in the reference

magnet. Both NMR and Hall probes were tested as field markers to obtain

the absolute value of the field at the beginning of each cycle and during the

highest plateau [73, 74]. However, the cycle-to-cycle stability of the system

was not sufficient to reach the desired precision of 10 µT, with oscillations

up to 0.13 mT [75]. Hence, a method referred to as RF-master was adopted

Figure 2.8: CNAO B-train system block diagram, including the power supply, magnet
and acquisition control loop [73].

30



Chapter 2. Magnetic Field Evaluation Methods 2.5. Hysteresis models

in 2018 that uses the RF cavity to calculate the absolute field level, based on

the measurement of the beam position. This method works only when the

beam is injected, and hence for initial operation, suitable parameters have

to be adopted that are not too far off [76]. This method brings the advantage

of reducing hardware, at the expense of additional functionality in the firmware.

2.4.5 | Alternating Gradient Synchrotron

Another magnetic field measurement system used in synchrotrons is found in

Brookhaven National Laboratory’s Alternating Gradient Synchrotron. A ‘Gauss

Clock’ electronic system integrates the voltage from a coil within a reference

magnet and outputs a pulse each time the integral field increases to a certain

value. In this case no field marker is implemented, and the measurement is

calibrated by measuring the momentum of the accelerating particles along with

the clock pulses. The momentum is calculated based on measured values for the

radius and frequency of the beam particles [77].

2.4.6 | Advanced Light Source

The Advanced Light Source (ALS) is an electron accelerator/storage ring

situated at the Lawrence Berkeley Laboratory in the United States of America.

In this case as well, real-time magnetic field tracking is provided using a Gauss

Clock system. The sensor system consists of a peaking strip sensor set at 10 mT,

as well as a coil that is wound around the pole of one of the 24-series connected

dipole magnets [78]. The Gauss clock is used to trigger RF ramping and beam

position monitors, and is calibrated based on the measured momentum of the

beam.

2.5 | Hysteresis models

Besides the use of real-time magnetic field measurements for synchrotron field

control, magnetic field models capable of characterising hysteresis, can also

be implemented. In literature, there are numerous modelling techniques used

to characterise hysteretic behaviour. This section reviews the most important

models from a historical and practical point of view, with the focus being the

dynamic property, as it is a crucial requirement for synchrotron field control.

The different models considered in this work are classified in three main
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categories: conventional mathematical formulations, Preisach models based on

the use of operators to characterise hysteresis and physical models based on a

mathematical representation of the material’s behaviour. In the end, the current

state-of-the-art in the synchrotron magnet spectrum is presented.

2.5.1 | Conventional mathematical formulations

The detailed modelling of hysteresis systems using the laws of physics has

often resulted in models that are sometimes too complex to be used in practical

applications involving system characterisation, identification, or control. For

this reason, alternative models of these complex systems have been proposed

that make use of conventional identification methods, that normally have

no physical meaning. Hence, such models are mostly empirical, based on

previously acquired experimental data. As a result, this makes them popular

in practical applications such as circuit simulation.

2.5.1.1 | Differential models

Hysteresis models based on differential equations combine some physical

understanding of the hysteresis system along with black-box modelling.

Consequently, some researchers have termed these models semi-physical [79].

These models focus on the fact that the output varies its properties as the

direction of the input is varied. The most popular differential-based model is

the Duhem model [80]. Applications of this model range from control [81–84]

to electron microscopy [85] and it was also extended to model rate-dependent

hysteresis [85–87].

This model has been applied in various contexts under different names. One of

the most popular variations is the one proposed by Coleman and Hodgdon [88],

used mostly in describing piezo-electric actuator hysteresis [89–92], and

extended to model dynamic effects [93, 94]. Another variation was proposed

initially by Bouc early in 1971 [95] and subsequently generalised by Wen [96]. In

the meantime, this model has become known as the Bouc-Wen model and has

been applied in the current literature to represent mathematical components

with hysteretic behaviours [97].

By choosing a set of parameters appropriately, it is possible to adapt the

response of this model to various hysteresis loops [97–99]. To convert the

Bouc-Wen model to be rate-dependent, this model characterises the static and
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dynamic components separately, where the latter component is modelled using

a linear Hammerstein model and is capable of modelling the rate-dependent

hysteresis in a particularly low range frequency from 1 Hz to 100 Hz [100]. A

survey by Hassani et al. [101] gives more details on the Duhem and Bouc-Wen

models for the control of hysteresis in smart materials.

Another differential model that is able to model minor loops and rate-dependent

behaviour is the Chua model [102]. The key concept of the Chua model

is that the trajectory of flux density against the magnetic field is uniquely

determined by the last point at which the time derivative of the flux density

changes sign [103]. Other specialised variations of the Duhem model include

the Madelung model [104], the Dahl friction model [105], the LuGre friction

model [106], and the presliding friction model [107]. All the models highlighted

are rate-independent and would require additional mechanisms to model

dynamic effects.

2.5.1.2 | Non-linear system identification methods

This section considers the application of other common non-linear system

identification methods for hysteresis modelling. Such techniques were not

developed specifically for modelling hysteresis but have been applied to this

domain by numerous researchers.

Artificial Neural Networks (ANNs) are models of computation, that are inspired

from biological behaviours. An ANN consists of a series of nodes or units, and

a set of connections associated with them, representing synapses in a biological

neural network. Each neuron is associated with an activation function, which

determines the output of that node by calculating a weighted sum of its input

and adds a bias. The activation function does the non-linear transformation of

the input, making it capable to learn and perform complex tasks. In general,

an ANN consists of three different kinds of nodes, specifically the input,

hidden and output nodes, organised in three separate layers. The connections

between the nodes in each layer are referred to as weights. Traditionally,

ANNs are widely applied to static problems, such as the classification and

pattern recognition. Some examples are Multilayer Perceptrons (MLPs),

radial basis function networks and convolutional neural networks. However,

ANNs in a traditional approach, such as these three networks are not capable

of representing temporal and dynamic situations [108]. Therefore, either
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modifying the network or using several ANNs becomes the most natural

choice. In fact, in [109], Hwang et al. employed two ANNs to describe the

ascending and descending hysteresis loops, and Wu [110] et al. used multiple

hidden layers when implementing a backpropagation neural network to

describe rate-independent hysteresis. It can be noted though that these works

are limited to simpler applications, such as single loop or first-order reverse

curves.

Other types of neural networks use some form of memory to model

hysteresis. This can be introduced in the neural network by means of time

delays and/or through feedback [111]. Examples are the time delay neural

network [108], which delays the input signal by a specified period, and the

Elman network [112, 113] which consists of an additional context layer, which

receives input from, and returns values to, the hidden layer. Another technique

called Non-linear AutoRegressive with eXogenous inputs (NARX) uses both

time delays and feedback units, and is hence capable of accommodating

the dynamic, complex and non-linear nature of time series prediction

problems [114]. Applications of this modelling technique are various and

range in application. In [115], this model is used in the identification of

robotic hysteresis, where the authors attribute the success of this model in its

application to the use of previous output values. On the other hand, in [108],

several variations of NARX models are proposed for monitoring hysteretic

structural behaviour. Cheng et al. [101] employ two such sub-models, one to

model hysteresis and another to model dynamic effects.

Considering other conventional system identification methods, Wei and Sun

propose a model combining three major blocks: a gradient investigator which

checks the polarity of the rate of change of the input, an extreme-value template,

which is a shift register recording extreme inputs and corresponding outputs,

and an output function determining an active polynomial function once an

extreme input value is reached [116]. Other non-linear identification methods

used in hysteresis modelling include finite impulse response (FIR) filters [117]

and support vector regression [118].

2.5.2 | Preisach models

Amongst the variety of hysteresis models found in literature, the Preisach-type

models prove to have great potential to explain various magnetisation processes,
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Figure 2.9: Block representation of the classical Preisach model, where the model is
approximated by a finite superposition of various rectangular operators.

and is one of the most common models used to represent the hysteresis

behaviour in non-linear systems. Principally, the Preisach model is defined using

a double integrator as:

z(t) =
∫ ∫
α≥β

µ(α, β)γαβu(t)dαdβ, (2.13)

where z(t) is the model’s output at time t, u(t) is the model input at time t,

and γαβ represents rectangular hysteresis operators, where α and β are the up

and down switching values, respectively[119]. As shown in Figure 2.10(a) these

operators can only assume a value of +1 or −1. The function µ(α, β), known

as the density function, represents the only model unknown that is obtained

from experimental data. The model can be visualised as a continuous system of

parallel-connected two-position relays, where each relay is activated with input

u(t). The individual outputs are multiplied by the density function and then

integrated over all the specified values of α and β to obtain output z(t) [120]. The

model can be reasonably approximated by a finite superposition of numerous

rectangular operators [121] as represented in Figure 2.9.

The classical Preisach model is rate-independent. Subsequently, to implement

the rate-dependent Preisach model, researchers propose several modifications

such as fractional derivation [122], modified hysterons [123] and Hammerstein
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structures [124]. On the other hand, Mayergoyz [125] introduces the weight

function’s dependence on the speed of output variations; comparably, Mrad

and Hu [126] propose an input-rates dependence of the weight function.

Both approaches assume the weight function is the appropriate component

to represent dynamic behaviour [127, 128]. Alternatively, in [129] a linear

dynamic model is included prior to the Preisach operator and the dynamic

characteristics are represented by the linear dynamic part. This class of cascade

arrangement is known as ‘external dynamic hysteresis model’ and found in

several works [130–133].

The identification of the Preisach density function is one of the most complex

steps in implementing the model. In most circumstances, this function can be

identified using measurements and the application of a numerical method,

which can be a specific formulation [134, 135] or using conventional methods

such as an Everett integral [136] or Gaussian/Lorentzian functions [137]. The

function can then be applied in software using a look-up table of values. Other

black-box identification techniques for the density function include genetic

algorithms [138], fuzzy models [139] and ANNs [121, 140–144].

There are two main variations of the Preisach model in literature: the

Prandtl-Ishlinskiı̌ (PI) model and the Krasnosel’skiı̌ Pokrovskiı̌ (KP) model.

The PI model combines the linearly weighted superposition of a number

of operators with varying threshold values and weights. Figure 2.10(b)

shows this operator’s characteristic, denoted by Pr[u](t). As an attempt to

model rate-dependent hysteresis, several works propose variations to the play

operator by including the dependence of an envelope function of the input’s

rate of change [145–147] or by modification of the threshold function [148] or

weights [149]. Other works [150–153] cascade a separate model with the static

model to exhibit the dynamic effects. In a similar case to Preisach models, Wang

et al. [154] use neural networks for the identification of the unknown function.

In the mentioned work, the function is expressed using an internal time-delay

recurrent neural network, which can map dynamic characteristics by saving its

internal state. One limitation of the classical PI model is that it cannot exhibit

either asymmetric hysteresis loop or saturated hysteresis loops [149, 155].

However in [150] Jiang et al. propose modifying the model to combine two

asymmetric operators which can independently simulate the ascending and
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(a) Preisach operator (b) PI operator (c) KP operator

Figure 2.10: Three types of operators used to represent hysteresis in Preisach models:
the Preisach (rectangular) operator, PI operator and KP operator.

descending branches of hysteresis.

Another variation of the Preisach model, the KP model, was implemented

by Banks, Kurdila and Webb [156] using an operator developed to represent

hysteresis as a cumulative effect [157]. Figure 2.10(c) shows this operator’s

input-output behaviour, denoted by Kρ. Applying an input signal, the output

response of the KP kernel shows either a horizontal line between two ridge

functions or a track along one of the curves of the ridge function.

In contrary to the Preisach model, the PI and KP models present continuity of

the mapping in the parameter space, which is important for model identification

when having a significant number of operators [158]. As an example, in [159] to

represent a specific hysteresis loop, the Preisach model, which makes use of a

discontinuous operator where the output is either -1 or +1, the model requires

around 20,000 relay operators, which results in a long time to perform the

model identification process. For the PI and KP models, where both consist of

continuous operators, and the output is any value between -1 and +1, it requires

less kernels to model a specific hysteresis loop, which can significantly reduce

the computational burden.

Other variations of the Preisach model exist for several applications, such as an

operator derived from the Stoner-Wohlfarth model to simulate Goss-textured

magnetic materials [160]. In other cases [161–163], to overcome the multi-valued

mapping problem another dimension is added, which includes the elementary

hysteresis characteristic to convert the problem to a single-valued mapping.
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Consequently, the model will be able to approximate the hysteresis system.

2.5.3 | Physical models

Physical models attempt to represent the behaviour of a phenomenon by

simulating basic processes that the materials experience. The most popular

physical hysteresis model is the Jiles-Atherton model. This model divides the

hysteresis process into the reversible and the irreversible magnetisations [164].

The magnetisation is the lumped change in magnetic state by applying an

external magnetic field to the magnetic material and producing a corresponding

magnetic flux. The model describes the behaviour of distinct magnetic particles

and domains and how these can be evaluated as bulk material using a lumped

expression:

Mtotal = Mirreversible + Mreversible. (2.14)

A difficulty with the Jiles-Atherton model is extracting the parameters [165].

Jiles et al. [166] propose a method for obtaining the parameters through a set of

experimental data. On the other hand, Lewis et al. [167] propose an improved

numerical approach for calculating the magnetic parameters. The model is

able to aptly represent major loops that have a sigmoid shape. The influence

of several excitation signals and the different parameters on the model was

studied in [168].

The original model lacks rate dependence, which is essential to accurately

apply the model to synchrotron field control. It is also unable to precisely model

minor loops. Carpenter [169] presented a modification to solve this issue, based

on the loops’ turning points, whilst Jiles [166] used a comparable technique.

Approaches implemented to optimise the model parameters to fit major and

minor loops have focused mostly only on the major loop, either using direct

numeric methods as described by Lewis et al. [167] or through least squares

approaches to fit the experimental data and model such as carried out by

Schmidt and Guldner [170] or Lederer et al. [171]. A dynamic model is proposed

by Cao et al. [172], with a cascaded linear structure which exhibits the dynamics,

where a hybrid genetic algorithm is used to obtain the unknown parameters.

Hamada et al. [173] propose another modified dynamic Jiles-Atherthon model

which couples a diffusion equation for mean frequency with the static model.
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The main strengths of this model are that it is widely used with plently of

available support for circuit simulators, it has reasonable convergence and

is appropriately accurate across various operating conditions [174]. It is also

widely used in inverse compensation of hysteresis [175]. Another model, the

energetic model proposed by Hauser [176] varies from the Jiles-Atherthon

model as it is not based on the concept of displacement from the anhysteretic

magnetisation state, but based on energy balance. The model calculates the

magnetic energy of a material by decomposing the total energy density in four

components [177].

2.5.4 | Current state-of-the-art

Reviewing the types of models used in predicting the magnetic field

in synchrotron magnets, in light of the three categories of hysteresis

models defined in this chapter, it is very clear that the majority of the

models implemented in an on-line setting are mathematical-based analytical

formulations with a physical description of the different elements making up the

phenomenon. In the case of iron-dominated magnets, the current state-of-the-art

magnetic field model at CERN is a differential model based on a simple

evaluation of the three contributing components [178]. Caspers et al. propose a

first order differential equation which can represent the different dynamic effects

in magnetic materials:

B(t) = K1 I − K2L
dI
dt

+ Bres. (2.15)

The model consists of three terms: K1, K2 and Bres, representing the

magnetisation, eddy current and residual field contributions, respectively and

L is the inductance. Fig. 2.11 shows a simplified representation of the model.

K1 and K2 are determined as described in Equation 2.16 and Equation 2.17

respectively, where I is the magnetisation current, Rg is the magnetic reluctance,

Rc is the magnetic reluctance of the core, µ0 is the relative permeability, N is the

number of turns and g is the gap length:

K1 =
µ0N

g

(
Rg

Rg + Rc

)
(2.16)

K2 =
∆Bmax

Vmax
, (2.17)
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Figure 2.11: A graphical representation of the model defined in Equation 2.15 [178],
which is composed of the magnetisation, eddy current and residual field contributions.

where ∆Bmax represents the maximum reduction in the magnetic field due to

eddy currents, for a maximum voltage Vmax.

This model has been implemented at CERN for the PSB and the AD [63]. Whilst

the model is simple and efficient for real-time operation, its disadvantage is

that it only represents eddy current contributions for infinitely long ramp rates,

ignoring decay effects when the ramp rate is zero. This becomes problematic

especially in cases where magnetic cycles have very long plateaus.

Other works describe models designed using analytical formulation of magnetic

behaviour. In [179], Bozoki defines a relationship between the excitation current

and the magnetic field of dipole magnets, fitted using a polynomial model

by taking into account previous magnetic measurements. The model is then

corrected in real-time using beam measurements. The benefit is that this

compensates for any inaccuracies in the magnet measurements, however it

does not consider the fact that some beam measurements’ significance differs

under different operational conditions (such as increased beam intensity).

Another analytical model based on contributions of the magnet strength (M)

of iron-dominated magnets is proposed by Brown [180], where he proposes the

decomposition of the magnet strength into four terms: a linear (L), residual (R),

hysteretic (H) and interjacent (J) term:

M(I, Ire, Ipre, D) = L(I) + R(Ipre, D) + H(I, D) + J(I, Ire, Ipre, D), (2.18)
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Figure 2.12: Simplified circuit of a C-shaped dipole magnet, adapted from [182].

where Ire is the reset current (current at the beginning of a ramp), Ipre is the

preset current (reset current of previous ramp) and D is the ramp direction (+1

or −1). These four terms are expressed in polynomial form, fitted according

to previous magnetic measurements. The model exhibits a relative residual

magnitude better than 3 units for all currents tested. However, this model has

been validated with excitation currents of only one polarity and it does not

account for dynamic hysteresis.

A physical model representing the behaviour of C-shaped dipole magnets

presented by Feynman [181] has been applied to an accelerator dipole

magnet [182]. Figure 2.12 shows the simplified diagram, with the yoke in blue

and the powering coil in red. Surface S is a sphere of infinite radius whose shell

intersects the horizontal symmetry plane of the magnet; Γ is a closed curve

representing the average path of the magnetic field strength in the circuit; lFe

is the length of curve Γ in the yoke; lg is the length of curve Γ in the gap of the

magnet; J is the current density which is given by the magnetomotive force NI.

Starting from Ampere’s law along Γ:

HFelFe + Hglg = NI, (2.19)

where HFe is the magnitude of the magnetic field strength in the core and Hg

is the magnitude of the magnetic field strength in the gap. Considering the

assumption that the magnetic flux closes through a surface of constant area, the

operating point of the dipole magnet is given by the simultaneous solution of
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the two equations: MFelg + HFe(lg + lFe) = NI

MFe = f (HFe)
(2.20)

where MFe = f (HFe) is the iron’s magnetisation functional relation.

In Pricop’s work [182], the hysteresis modelling of the gap induction of a PS

magnet was performed by finding the functional relation using measurements

of material samples obtained from the magnet’s lamination. The performance

of the model was then compared to experimental measurements on the magnet,

with ten magnetic field ramp-up and ramp-down variations, with a maximum

of 45 A/s. Calculating the Normalised Root Mean Square Error (NRMSE) based

on the reported results, a value of 1.7 units was deduced on the performance of

the model with respect to the measurements.

2.6 | The FIRESTORM project

The FIRESTORM project is being carried out with the aim of upgrading all

B-train systems at CERN before the LHC restart in 2021. Since the B-train

instruments started operating in the 1950s, most of the measurement technology

became obsolete, and critical electronic components that were unique and

unrepairable started ageing. Besides this, due to the upgrade of synchrotrons

along the years, the requirements for the B-train became more and more

stringent. The modernised B-train system addresses the shortcomings of the

current B-train systems and consolidates the existing B-train systems under

common hardware/software platforms. This section presents the architecture of

the new FIRESTORM B-train system, as well as the ELENA B-train specifications

that are relevant for the commissioning of the instrument. Work which was

performed as a team effort by various people on the electronic and software

design of this system is not the scope of this thesis, and hence a top-level

description of each unit making up the acquisition chain is provided.

2.6.1 | Impact on synchrotron operation

The FIRESTORM project is a consolidation project consisting of several design,

testing and implementation phases taking place over fourteen years. The

main milestones of the project are illustrated in Figure 2.13. The proposed

FIRESTORM system is expected to have a major positive effect on the
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Figure 2.13: Timeline of the FIRESTORM project milestones.

performance of synchrotrons at CERN. The following are three examples of

accelerator operations that are affected:

– Improved operational flexibility such that various supercycle

compositions are supported, including software to automatise

adjustments that in the past were performed manually to compensate for

hysteresis effects.

– Improved accuracy of the measured field through upgraded sensors and

integrators, which leads to better radial beam control and lower losses.

– Upgraded diagnostics and remote configuration, as well as the removal of

several manual interventions to perform integrator calibrations, switching

between the two chains and switching between the measured and

simulated facilities.

Moreover, the proposed project allows for the measurement to be transmitted

to the machine operation teams, such that high level applications can be created

and integrated within the existing control software.

2.6.2 | FIRESTORM architecture

The B-train setup consists of two separate acquisition chains operating

simultaneously: Chain 1 (C1) and Chain 2 (C2), where C1 is the operational

chain and C2 is the spare chain. The architecture of a B-train chain is illustrated

in Figure 2.14. The induction coil provides a voltage Vc, proportional to the

rate of change of the field, that is integrated to obtain the field. Adding

the contribution of the field marker at tk, an absolute measurement can be
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Figure 2.14: Schematic of the FIRESTORM B-train architecture.

determined and transmitted. The core of the acquisition chain consists of a

front-end computer which houses the electronics and software components of

one chain.

The front-end computer comprises five types of Simple Peripheral Component

Interconnect Express FPGA Mezzanine Card carrier (SPEC) boards [183] that

take care of the measurement signal processing, as well as the distribution of

the magnetic field to the users. The SPEC board was developed at CERN with

the technical specifications listed in Table 2.1. The board is equipped with a

network distribution unit, Xilinx Spartan-6 FPGA [184] and FPGA Mezzanine

Card (FMC) slot [185], as shown in Figure 2.15. Five different FMC modules are

custom-designed, four of which specifically for this project, whilst the Central

Timing Receiver module is deployed in all front-end computers at CERN. These

cards are incorporated within a modular structure, and they interface with each

other using the Peripheral Component Interconnect express (PCIe) standard.

The Central Timing Receiver SPEC card [186] receives events through the

General Machine Timing link, which is a differential RS-485 network driven by

master modules and distributed around the synchrotron complex [187]. This

scheme allows beam negotiation and synchronisation between the accelerators.

A start-cycle trigger (C0) acts as a reference for the start of a cycle, and is useful

44



Chapter 2. Magnetic Field Evaluation Methods 2.6. The FIRESTORM project

Table 2.1: SPEC board technical specificiation [183]

Resource Details

FPGA Type Xilinx Spartan-6 (XC6SLX-45T/100T)

Slices (bRAM) 6822 (401Kb) / 15822 (976Kb)

Memory 2 Gb DDR3, 32 Mb Flash PROM

Clocking resources XO Crystal oscillator (10-280 MHz)

TCXO Temperature compensated crystal oscillator (25 MHz)

VCXO Voltage controlled crystal oscillator (20 MHz)

Synthesizer Low-jitter frequency synthesizer

Front panel FMC Connection to FMC slot with low pin count (LPC) connector

SFP Small Formfactor Pluggable (SFP) cage for fibre-optic transceiver

Stand-alone features Power supply External 12 V DC

Ports USB Mini-B connector, 4 LEDs, 2 buttons

Figure 2.15: The SPEC board and FMC module (adapted from [183]).

for aligning the measurement data and the events mentioned in Table 2.4 for the

ELENA. Another trigger called the zero-cycle trigger, signals the start of a zero

cycle, which is a cycle in which no beam is being circulated in the machine, and

the magnetic field in the dipole magnets is kept constant. It is used to fill timing

slots that are not needed in synchrotron operation. The FIRESTORM B-train

system uses the zero trigger to start an integrator calibration.

The Peak detector SPEC cards detect the peak of the field marker resonance

signal and generate a trigger signal. Each card can host two field markers

simultaneously [188]. A signal conditioner removes the signal’s DC offset,

followed by a low-pass filter and an Analogue-to-Digital Converter (ADC).
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Depending on the field marker type, filters are added to remove random peaks

in the signal. The FPGA is used to detect the peak of the resonant signal. As

shown in Figure 2.3, the resonant signal dips when the pre-configured magnetic

field value is reached. A threshold is set such that when it is exceeded, the signal

is differentiated using a seven-point finite difference approximation [189]. A

zero crossing eventually signals the presence of the peak in the resonant signal,

and a digital trigger is generated at time tk. Another precaution is taken to avoid

unwanted triggers, whereby the peak detection only occurs during a specified

marker time window, which is different for every field marker and cycle type in

a synchrotron.

Each chain contains an Integrator SPEC card, which determines the measured

B̄ signal by integrating the coil voltage [190]. The coil signal is conditioned

by an anti-aliasing filter with a cut-off set at 100 kHz acquired by an 18-bit,

2 MHz ADC and then integrated numerically. The integration is initiated upon

reception of the digital trigger at tk from the Peak detector SPEC card. Besides

integrating the signal, this SPEC card also corrects for the drift accumulated by

the signal. The correction scheme is described in detail in [189], and consists

of two mechanisms. The first one is controlled via a potentiometer, which is

limited in the reduction of the offset voltage. The second mechanism corrects

for finer offsets in the order of tens of microvolts. The voltage offset removal

occurs periodically, typically once every five minutes upon the reception of the

zero-trigger signal.

The Simulated and Predictive SPEC card [191] is available to transmit the value

of the magnetic field based on a look-up table or field model respectively. Whilst

in normal circumstances the measured B-train is used, the simulated/predictive

B-train can be used for off-line tests when the power converter is not available,

or when there is an issue with the measured B-train. The simulated B-train

fetches vectors from the LHC Software Architecture database in the technical

network [192] depending on the cycle being operated. The SPEC card then

implements Bresenham’s line algorithm to determine the field value at a

specific time value [189]. The predictive B-train on the other hand uses the

power converter current value to determine the magnetic field based on a

pre-defined model. A switching chassis installed in the acquisition chain allows

users to switch between the different field sources.
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Table 2.2: Control frame breakdown

Bit number Details

0-7 source type (e.g. 0x42 ASCII code for field measurement)

8 Simulation indicator: ‘0’ if B is measured, ‘1’ if simulated

9 Unused

10 C0

11 Zero cycle pulse

12 Focusing low marker flag (used in the PS)

13 Defocusing low marker flag (used in the PS)

14-15 Version ID

The White Rabbit SPEC card is responsible for distributing the magnetic field

values to the users [191]. This card makes use of the CERN-developed White

Rabbit network, which is an IEEE-1588 Ethernet-based network for data transfer

and synchronisation [193]. The system distributes digitally absolute values

of B̄ and its derivative in Ethernet frames at 250 kHz [30]. This technology

offers several benefits. In particular, it allows for precise time-tagging of events

and data collection from several distant locations, providing sub-nanosecond

accuracy and picosecond synchronisation precision of all nodes [17]. The White

Rabbit network allows for deterministic and bidirectional data transmission,

as well as the use of optical fibre technology, which means that induced noise,

typically found in electrical transmissions is avoided. A White Rabbit switch

port is installed within the B-train acquisition chain to connect the card to the

White Rabbit network. The transmitted Ethernet frame consists of 224 bits as

can be seen in Figure 2.16, with a control slot (CTRL) to control the active field,

B and Ḃ slots with the default field and field derivative, one slot reserved for the

legacy measurement (where available), a slot for the FIRESTORM measurement,

a slot for the simulated field and another for the predicted field. A 16-bit cyclic

redundancy check (CRC) at the end of the frame tests data for correctness

during transmission. The composition of the 16-bit control frame is listed in

Table 2.2 below.

Figure 2.16: B-train White Rabbit Ethernet frame.
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The control software deployed in the front end computer, which allows

users to interface with the instrument is called the Front End Software

Architecture (FESA). FESA provides a graphical interface as well as a C++

environment for developing code to interact with the SPEC cards. This software

receives the timing signal from the Central Timing Receiver SPEC card,

resulting in pulse-to-pulse modulated capabilities. This allows the instrument

to optimise settings for different cycling conditions, as well as make gain

and offset corrections to the B-train measurement. The FESA interface can be

accessed through CERN’s technical network, which offers connectivity for the

machine control devices and industrial systems.

The B-train FESA class architecture consists of four C++ classes interfacing with

the measurement hardware for configuration and diagnostics:

1. FSBT_BTG class: interfaces with Simulated/Predictive FMC module;

2. B_train class:

– interfaces with Integrator and Peak detector FMC modules;

– sets calibration constants of the measurement model;

– gets measured B̄ and Ḃ;

– interfaces with NMR/FMR field markers;

– sets RF frequency generator parameters;

– communicates with NMR teslameters;

3. COMET_EVM class: interfaces with environmental monitor which

measures temperature;

4. Cosmos_WRS class: general White Rabbit diagnostics.

Each acquisition chain contains around 250 parameters, with most of these

available in pulse-to-pulse mode.

2.6.3 | ELENA B-train specifications

Whilst the FIRESTORM B-train system is designed to be as uniform as

possible across synchrotrons, the ELENA ring, being a decelerator, presents

additional challenges to the setup and operation of the real-time magnetic field

measurement.
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The ELENA dipole magnets are normal-conducting, iron-dominated

electromagnets. These magnets produce a dipole field of 0.36 T at injection

and 0.05 T at extraction. The latter low field presents a challenge due to

enhanced dependence upon background field perturbations and hysteresis

effects. Another challenge is presented due to the foreseen long duration of

plateaus. The required relative field quality of 2 units (×10−4) is expected, as

the mean field variation must be lower than 10 µT [26]. A full list of properties

for the dipole magnet is given in Table 2.3.

Table 2.3: ELENA dipole magnet specifications

Parameter Value

Nominal magnetic field 0.36 T

Nominal bending angle 60 °

Pole iron gap 76 mm

Bending radius 927 mm

Nominal current 275 A

Resistance at 20 °C 46 mΩ

Inductance at 100 Hz 28 mH

Yoke length 950 mm

Magnet mass 4370 kg

Before the installation of the ELENA ring at CERN, the antimatter experiments

forming part of CERN’s Antimatter Factory received antiproton beams at

5.3 MeV from the AD decelerator. With the installation of ELENA, antiprotons

can be slowed down further to 100 keV, which is a major improvement in the

antimatter research field, as this allows at least one order of magnitude more

antiprotons to be trapped and studied [194]. The ELENA machine features

electron cooling to control emittance during the deceleration of antiprotons,

preserving beam intensity as they are extracted towards the experiments.

During the commissioning period of the machine, a standalone ion source

installed next to the ring delivers H− ions and protons at 100 keV. This is

implemented for testing in case antiprotons from the PS are not available or

during periods of no beam in the long AD supercycle. Figure 2.17 shows the

injection and extraction lines, as well as the ion source in the bottom left corner.

Antiprotons are injected into the ELENA solely from the AD, where the dipole
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Figure 2.17: ELENA injection and extraction lines. The ion source can partially be seen
at the bottom left corner. [194]

magnets are first ramped up to a momentum level of 100 MeV/c to match the

energy of the beam incoming from the AD, and then the beam is slowed, first to

a level of 35 MeV/c and then to 13.7 MeV/c using the electron cooling process.

The magnetic cycle in this case is shown in Figure 2.18(a) .

H− ions are injected with nominal polarity, which is important for the

commissioning of systems such as the electron cooler. As shown in Figure 2.18(b)

H− particles are injected at 13.7 MeV/c and extracted at a slightly higher level.

Another possibility is the injection of protons with a reverse polarity, where the

current to the bending dipole magnets is reversed, resulting in an opposite field

value. This can be useful for commissioning magnetic systems and to measure

beam optics [17]. Table 2.4 gives the properties related to the two cycles for both

B-train chains.

The ELENA B-train system includes two chains with identical electronics, but

independent sensors. The full sensor setup used for the ELENA B-train can

be seen in Figure 2.19, whilst the acquisition chains are shown in Figure 2.20.

The choice of sensors implemented in the ELENA is carried out according to

the field range and accuracy required by the application. Figure 2.21 shows

an order-of-magnitude summary of the characteristics of several measurement

techniques, in terms of accuracy and range [46], highlighting the three methods
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(a) Deceleration cycle: antiprotons are injected at t =2.7 s and extracted at t =30 s.
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(b) Acceleration cycle: H− ions are injected at t =1 s and extracted at t =1.2 s.

Figure 2.18: Magnetic cycles used in the ELENA ring during commissioning.
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Table 2.4: Cycle properties and timings for the two ELENA B-train chains.

Parameter Symbol Unit
Deceleration Acceleration

C1 C2 C1 C2

Injection time tinj ms 2727 1029

Extraction time tex ms 30000 1229

B-train output at tinj B̄(tinj) mT 359.3 45.46

B-train output at tex B̄(tex) mT 49.30 49.27

Current at tinj I(tinj) A 276 34.8

Current at tex I(tex) A 38 37.8

Field marker trigger time tk ms 2315.0 2314.4 535.2/2328 535.0/2327

Field marker value B̄(tk) mT 340 45/340 45/340

Ramp rate at tk Ḃ(tk) mT/s 160 100/650 100/650

Nominal current-to-field ratio B̄/I mT/A 1.3

(induction coils, ESR and NMR) that meet the 2-unit mark accuracy and 10−3 T

to 1 T range requirements desired. In the end, a combination of induction coils

and NMR field markers is implemented for operation.

In the majority of cases in accelerator magnets, a rectangular long induction coil

is used for measuring the field change, which helps achieve a precise geometry

and simplifies the calculation of calibration coefficients [44]. Since the ELENA

dipole magnets are curved, a static coil is designed with the same shape to

follow the nominal beam orbit. Each chain is based on a custom-made 594-turn

Figure 2.19: ELENA B-train reference magnet sensor setup.
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Figure 2.20: ELENA FIRESTORM acquisition chains.

litz-wire induction coil that is 1650 mm long and 9 mm wide. The kind of cable

used consists of thousands of fine insulated filaments. The subdivision of the

conductor substantially reduces the AC losses due to the skin effect [44]. Nine

coils attached to a fiberglass support make up the fluxmeter coil array, which

is rigidly fixed to the magnet’s yoke [195]. Chain 1 makes use of the central

coil (coil 5) whilst Chain 2 measures the induced voltage in coil 7. The main

advantage of this coil is that it detects the full vertical field. The measurement

of the full dipole integral is not done in any other synchrotron at CERN, hence

the implementation of a coil which spans the entire length of the magnet gap in

the ELENA guarantees a higher level of accuracy [17].

Each ELENA B-train chain includes two Metrolab NMR probes [48] as field

markers, connected to a fiberglass support at the magnet’s centre and set at low

(45 mT) and high (340 mT), as required for acceleration of hydrogen negative

ions during machine commissioning and antiproton deceleration during normal

operation respectively. Reaching the main requirement in terms of the field

reproducibility in the ELENA is a challenging target [17]. This is due to the
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Figure 2.21: Overview of the accuracy and range characteristic of different measurement
techniques, highlighting the possible options that can meet the requirements for the
ELENA field measurement (adapted from [46]).

impact of long cycle times on integrator drift. As explained in Section 2.6.2, an

offset voltage in the coil measurement can produce errors which increase with

time. The FIRESTORM system compensates for this error at the beginning of

a cycle, however having a cycle thirty seconds long may cause errors which

build-up to an unacceptable level in the deceleration cycle’s extraction point.

All the sensors are installed within the reference magnet that is devoid of a

vacuum chamber. This magnet is electrically connected in series with the ring

magnets and is installed further than 50 m from them, which makes stray fields

negligible. However, one must keep in mind that if the ring magnets are affected

by cross-talk, this will not be picked up by the reference magnet. Figure 2.22

shows the reference magnet situated in the ELENA powerhouse. Another major

source of perturbation is the vertical component of the geomagnetic field, which

however equally affects both the reference and ring magnets. The building

where the magnets are placed is also temperature controlled, which ensures a

stable temperature throughout the year.

2.6.4 | Contributions to the FIRESTORM project

Whilst the design and construction of the first FIRESTORM prototype took place

before the commissioning of the ELENA ring started, the ELENA B-train is

still one of the first machine to test this architecture under machine operation
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Figure 2.22: ELENA reference magnet

conditions. In particular, throughout the commissioning of the ELENA B-train,

the following contributions were made to the FIRESTORM architecture:

– Bipolar field operation: as the ELENA ring is expected to operate using

either protons and antiprotons (or hydrogen ions) flowing in opposite

polarities, the magnetic field exhibited by the dipole magnets is bipolar.

Whilst no changes are needed to be made to the induction coil signal and

ensuing settings, the field marker level is negated in cases where protons

are being circulated in the ring. This added functionality was developed

and tested during the ELENA commissioning stage.

– Operation of field markers below 50 mT: whilst operating in the

lower-limit capability of the field marker sensors, this was still a unique

and challenging operational condition, especially to reach the expected

reproducibility target.

– Multiple field markers: due to long machine cycles, multiple field markers

were introduced in the ELENA, which involved additional software

components to be tested.

– Characterisation of the integrator: the integrator was tested with an

accurate voltage source in order to note any errors at the receiving end of

the FESA diagnostic software. As a result, a 2.3% gain error was discovered

due to a software bug and was corrected for all prototypes.

55



Chapter 2. Magnetic Field Evaluation Methods 2.7. Motivation and scientific contribution

2.7 | Motivation and scientific contribution

In light of the commissioning of the new ELENA ring, a B-train system

is required for the operation of the RF cavity. The architecture of a new

measurement system has been developed over several years, with the plan to

consolidate all the LHC injector chain B-train systems by 2021. In the case of the

ELENA ring, a complete set of acceptance measurements for each individual

ring magnet is available, as well as unrestrained access to the sensors and

the reference magnet. This brings about the opportunity to characterise the

behaviour of the untested measurement system, as well as all the ring magnets

in relation to the reference magnet by formulating a measurement model.

While calibration of the sensors individually is relatively unambiguous,

characterisation of the system as a whole presents several challenges. First, the

field marker is usually a sensor with dimensions in the millimetre range, such as

a Hall probe, from which an average over a path up to a few metres long must

be inferred. Secondly, the coil can be offset from the expected central position in

the magnet gap, because of space constraints or alignment tolerances. Finally,

material and geometric uncertainties inherent in the fabrication process which

cannot be avoided, may lead to variations between the field in the reference

magnet and the average magnetic field experienced by the beam in the ring,

which need to be accounted for.

As was shown in Section 2.4, several ad-hoc factors are usually used to

compensate the forementioned error sources, to ensure the experimental match

between the beam’s bending radius, momentum and magnetic field. However,

such a shortcut is not entirely suitable. In the framework of a synchrotron chain,

absolute magnetic field knowledge is preferred to ensure energy matching and

seamless particle transfer between machines. In itself, the use of measurement

models in the area of magnetic sensors is a vast topic [196–198]. In the context

of Tokamak magnets, a similar problem arises when inferring the magnetic

field in the inaccessible interior of the vacuum vessel from flux loops placed on

its surface, to allow vertical plasma control [199]. Measurement models have

likewise been implemented for space applications to predict low-frequency

fields radiated by components all around a satellite. In such cases, parameters

can be determined from a distinct set of measurements done at different

positions in the far field [200, 201]. In the research stage of this project, however,
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no comparable models have been noted in the context of synchrotron magnets.

The scientific contribution of such a measurement model lies in two aspects:

– focus on the absolute measurement characterisation, in contrast to the

mere reproducibility required from previous systems, which culminated

in careful trial-and-error systematic error compensation during the

machine’s commissioning phase;

– a detailed uncertainty evaluation, that gives confidence to machine

operators trying to detect the source of any noted beam instability.

In the B-train commissioning process, three types of tests are performed to

validate the performance of the instrument. As part of the decision to choose the

appropriate field marker sensor, the precision and characteristics of the sensor in

the expected operating conditions are tested. This test also provides insights on

the optimal cycle configuration that can be implemented by machine operators.

The performance of the B-train instrument is evaluated by devising appropriate

metrics that cover all the possible error sources in the measurement. Following

the implementation of the measurement model parameters, the ELENA B-train

precision is characterised by performing a reliability run, in order to confirm a

relative reproducible performance better than 2 units. This work characterises

the source of the different random errors separately, identifying the main error

source and providing suggestions to reduce this error in the ELENA. The third

test is carried out when the beam is present in the ring, where a novel method

to confirm the accuracy of the instrument based on the position of the beam is

proposed.

This thesis explores the possibility of improving the performance of a B-train

system by changing the position of the field marker sensor within the gap of

the magnet. Currently, in B-train systems where a separate reference magnet is

available, the field marker sensors are always placed in the centre of the magnet

at s = 0, which presents several advantages such as good field uniformity

(a requirement for magnetic resonance sensors). However, the variation of

the `m with respect to I can introduce additional uncertainties in the B-train

measurement, which needs to operate strictly with errors in the order of 10−4.

This work considers the displacement of sensors in the ELENA B-train system

to reduce this error.
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The commissioning of the ELENA B-train system also requires a hysteresis

model to predict the magnetic field, that can work in parallel with the

measurement or act as a backup. The requirements for such a model are:

– Focus on minor loop modelling, with an expected accuracy within 2 units.

– Modelling minor loop accommodation is not essential.

– Rate-dependent behaviour is important.

– Reasonable parameter identification procedure.

– Practical implementation for real-time operation.

Even though physical models seem more reasonable, most of them demand

considerable physics knowledge and are unique based on the geometry

and material of the magnet. On the contrary, models based on analytical

mathematical formulations do not provide understanding of the material’s

behaviour, therefore they cannot be used to obtain new physical insight.

However, they are application-independent and can correctly predict the

behaviour of a consistent and well-controlled material without needing too

much background in material science. As a result, these models are extensively

used in modelling and hysteretic system control in the particle accelerator

world. However, further analysis needs to take place to confirm that such

models can address all cyclic conditions during operation. These are also the

easiest models to implement in real-time. On the other hand, operator-based

models such as the Preisach model suffer from the difficulty of implementation,

where static models are typically used with high computation times.

This project aims to build on the work carried out by Caspers et al. [178]

and Brown [180]. A model based on the decomposition of the integral field is

proposed, able to account for dynamic effects and in particular for the eddy

current decay at the initial stage of a plateau. An improved accuracy better

than 2 units is expected for the model’s implementation in the ELENA, as well

as the use of formulations that are not computationally intensive for real-time

operation. As a result of this literature review, a Preisach model based on a

Recurrent Neural Network (RNN) is also proposed for modelling dynamic

ferromagnetic hysteresis for material science applications where computation

times can be higher. The model is able to model both major and minor loops.
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2.8 | Conclusion

The overview of the different methods for magnetic field evaluation serves as a

useful introduction to better understand the approaches adopted in this study

to commission the ELENA B-train. This chapter presented an introduction

to the main magnetic field effects exhibited in synchrotron magnets, which

need to be addressed in such a task. Moreover, the different measurement

techniques used in this field have been described as well as studies detailing

various B-train systems implemented in research and hadron therapy centres.

The second approach for evaluating the magnetic field, hysteresis models, has

also been reviewed highlighting cases in literature and more specifically, cases

where these have been applied in synchrotrons. This chapter also provided

a general overview of the work carried out before and during this thesis on

the development of a new FIRESTORM B-train system. The hardware and

software components that make up this instrument have been described.

Furthermore, the specific properties and challenges related to the operation

of the ELENA B-train, as well as the proposed sensor setup have been discussed.

Additionally, based on the reviewed studies, the motivation behind this thesis

has been presented, noting the resulting scientific contributions. It has been

shown that this work will advance the knowledge on the behaviour of B-train

systems and their performance in synchrotrons, as well as the development of

a new hysteresis modelling techniques to predict magnetic field behaviour in

synchrotrons.
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Measurement model

3.1 | Introduction

This chapter presents a model that estimates the average magnetic field

of a synchrotron based on real-time sensor measurements of a reference

magnet connected in series with the ring magnets. The proposed model links

measurement theory to empirical observations and aims to provide a method

for commissioning a B-train system without the presence of the beam. The

theoretical concepts behind the model are first discussed, followed by the

measurements carried out to acquire the model parameters for the ELENA

B-train. Finally, an uncertainty estimation is performed to identify the combined

standard uncertainty of the B-train measurement, as well as the individual

contribution of each error source.

3.2 | Proposed model

The B-train system distributes to its users the average field B(t) of every bending

dipole in the ring, assumed to be identical to each other:

B(t) =
I(t)
l∗

, (3.1)
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where l∗ is calculated according to Equation 2.11. For the ELENA ring r =

0.927 m and NB = 6 is the number of dipole magnets. In the formulation of the

model, the time t and the excitation current I = I(t) are used interchangeably as

independent variables, assuming that only one cyclic waveform is used and that

the inverse relationship t(I) is uniquely defined on the hysteresis loop branches.

3.2.1 | Field integral measurement

In Equation 2.7, it was shown that the integral field, I(t), is obtained from the

combination of a field marker output and the magnetic flux linked through

the coil. The integration limits are extended for simplicity to infinity. For the

ELENA B-train, this is justified, as the length of the coil stretches beyond the

magnet’s poles and allows to acquire the whole magnetic field produced within

the requested tolerance.

The relationship between the measured flux and the integral field can be

described by the effective width parameter. However, if the iron yoke enters

the saturation stage as the field increases, the field profile flattens, potentially

influencing this parameter. In the case of the ELENA bending magnets, an

average effective width can be assumed, as saturation is negligible. This

parameter is practically a constant and can be expressed as:

weff =
Φ(t)
I(t)

(3.2)

where t is the time when the magnet’s nominal excitation current is reached,

after eddy current effects have decayed.

The value of the absolute integral field within the gap of the magnet is

found by combining the output of the coil measurement and the field marker

integration constant. The coil measurement on its own cannot provide an

absolute measurement of the integral field, and hence the field marker is

necessary for contributing an absolute reference point. The combination of

the two sensor outputs occurs by splitting the time axis into a sequence of

integration intervals tk ≤ t < tk + 1, with k = 1, 2, ... where each tk represents

the time instant when a field marker trigger is received. The integral field is

calculated during each interval in this manner:

I(t) = ∆I + I(tk) =
∆Φ(t)

weff
+ I0, (3.3)
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where ∆I represents the coil measurement and I0 represents the integration

constant at the preset field marker level. The flux measurement is considered

as:

∆Φ(t) = −
∫ t

tk

(Vc(τ)− δV) dτ, (3.4)

where δV represents the unavoidable voltage offset, which leads to a field drift.

As the offset is noted to vary randomly over time scales of seconds and longer,

an effective systematic correction is not possible. Several methods to calculate

and correct the field drift are reviewed in [202]. In all B-train systems at CERN,

the drift correction method consists of resetting the integration at every tk, as

well as including one or more field markers per cycle in case of long cycles. Once

a digital trigger is received from the field marker, the B-train output is smoothed

over a period of 20 ms, to avoid discontinuities which can destabilise the beam.

As a result, the field marker is contributing to the measurement in two ways:

the coil integration constant as a reference measurement point, as well as drift

correction.

3.2.2 | Integration constant

Since the integration constant is an integral field parameter in Tm, it cannot be

measured directly, as the field marker contributes a magnetic field local value

B(tk, 0) in T. However, it is a highly accurate and reproducible measurement.

Consequently, an additional parameter to translate the measurement in T to

Tm is required. The ratio between the desired integral field constant and the

measured local field is represented by the magnetic length parameter, normally

defined as a function of the excitation current:

`m(t(I)) =
I(t(I))

B(t(I), 0)
, (3.5)

such that I(tk) = `m(I(tk))B(tk, 0). This definition is based on a hard edge

approximation of the true field shape of the profile along the magnet’s

longitudinal dimension, as can be seen in Figure 3.1 [203].

An example of the ELENA dipole magnetic length at the centre of the magnet,

measured at 200 A/s is illustrated in Figure 3.2. In all legacy B-train systems at

CERN, a fixed value of `m for each field marker is considered, obtained from

off-line measurements. This is then adjusted by trial and error when the beam

is present in the machine. A novel calibration method for this parameter is
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Figure 3.1: Hard edge model used to define `m along the length of a magnet [203].
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Figure 3.2: Measured magnetic length at ±200 A/s. The values up to 0.98 were
measured during ramp-up whilst values higher than 0.98 were measured during
ramp-down.

proposed in Section 3.3.4, where the value is obtained directly from an in-situ

measurement.
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3.2.3 | Model definition

The measurement model can be defined by combining Equation 3.1 and

Equation 3.3. In addition, three further parameters are added to represent

non-ideal effects:

B(t) =
(1 + α)(1 + ε)

l∗

[
(1 + η)

∆Φ(t)
weff

+ I0

]
. (3.6)

The field integral, obtained by the combination of the induction coil and the

field marker is defined within the square brackets. The integrated flux is

compensated by the parameter 1+η, which corrects for the gain error in the

coil acquisition chain (including the pre-amplifier, filter, ADC and effective

width). Compensation for the potential coil offset with respect to the central

beam trajectory is accounted for by the coefficient 1+ε. Since the field is not

uniform in the transverse direction, an offset in the coil’s placement may cause

a systematic error. The remaining coefficient 1+α is included to consider any

difference between the reference and ring magnets. The three correction terms

η, ε and α are non-dimensional and expected to be much smaller than one.

3.3 | Parameter identification

This section describes in detail each model parameter, as well as the respective

identification procedure implemented for the ELENA B-train commissioning.

The measurements of the reference magnet and acquisition chain presented in

this section were carried out during the commissioning stage of the B-train.

The measurements of the individual ring magnets, on the other hand, were

performed by CERN’s magnetic measurement team as part of the acceptance

test campaign of the ELENA dipole magnets in 2015.

3.3.1 | Induction coil gain error, η

The induction coil gain factor 1+η is introduced to account for scale errors by

the electronic coil acquisition chain. This configuration is modelled using the

equivalent circuit in Figure 3.3. The induced voltage is represented by Vc and

the coil effects are modelled by Rc, Lc and C, which represent the resistance,

self-inductance of the coil, and the sum of distributed capacitance between the

turns of the coil and the shielded cable respectively. This factor is included as

part of the model to compensate for two error sources: the gain error kint of

the input stage of the integrator, which includes the ADC and filter, and the
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loading effect as a result of the finite input resistance of the integrator, Rin. Since

the useful frequency content of the measured magnetic field is normally below

100 Hz, the low-frequency approximation is applied. As a result, the induction

coil gain factor that needs to compensate for the attenuation due to the circuit’s

input impedance and ADC gains is defined in Equation 3.7 as:

1 + η =

(
1 +

Rc

Rin

)
(1 + kint) . (3.7)

The values of Rc and Rin were obtained using an Agilent 34401A

multimeter [204]. In the case of the ELENA B-train, Rc ' 5 kΩ and Rin ' 2 MΩ.

The nominal uncertainty of the resistance measurements in the range considered

is 1.5 units, which is negligible when compared to the standard deviation of the

ambient temperature of the room housing the reference magnet. The deviation

in temperature has been calculated to be around 0.7 °C, based on around 178,000

data points taken over a year of machine operation. Figure 3.4 shows the data

points, where the gaps represent breaks in machine operation. Considering the

temperature coefficient of the resistivity of copper of 0.004 °C−1, the individual

uncertainty Rc is still around 30% that of Rin.

The integrator gain, kint, can be measured by feeding a reference voltage source

V to the integrator input for a precisely known time interval ∆t. The product of

these two parameters is then compared to the measured flux ∆Φ as follows:

kint = 1− ∆Φ
V∆t

. (3.8)

The uncertainties of both reference voltage and integration time are in the order

of a few ppm and can be neglected. The repeatability of the flux measurement,

Figure 3.3: Equivalent model of the coil and acquisition chain.
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Figure 3.4: Measurement of the ambient temperature during the machine’s
commissioning period.

on the other hand is the remaining major source of uncertainty, which is affected

by integrator drift and is normally about 0.3 units.

3.3.2 | Effective coil width, weff

In Equation 2.7, the effective width of a coil has been defined as an average

width weighted by the field and number of turns. Despite the fact that a lot of

effort goes in the winding process of the coils, the total surface of the coils can

vary from each other by a few 10−3 [44]. Hence, each coil needs to be calibrated

separately before it is used. The coil’s effective width parameter cannot be

measured geometrically to an accurate degree; however it can be determined

by performing either one of two different off-line measurements:

– using Equation 3.2, knowing the integral field ∆I(t) from an independent

measurement, this can be compared to the acquired flux change at this

point. Such a measurement of the integral field can be obtained, in curved

magnets such as the ELENA bending magnets, with a finely-spaced Hall

probe map. This measurement is, however, very time consuming and

expects the Hall probe map to be cross-calibrated against a more precise

absolute reference, such as NMR or stretched-wire measurements.
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Figure 3.5: Relative cross-calibration coil placement. A reference coil and the coil that
is going to be calibrated are subjected to the same field, whilst the resulting flux is
measured.

– performing a relative cross-calibration by comparing the k-th coil in an

array against a reference coil, placed on top of it symmetrically across the

magnet mid-plane as shown in Figure 3.5, so that it is exposed to the same

field inside the magnet gap. The ratio of the measured flux differences

provides the effective width:

wk
eff = wref

eff
∆Φk

∆Φref . (3.9)

When calibrating a significant number of coils, this method is effective, as

long as the absolute calibration of the reference coil is known.

For the ELENA B-train fluxmeter coil array, the former method is used to

determine the effective width for one coil, whilst the latter calibration procedure

is carried out to calibrate the rest of the fluxmeter coil array used in the reference

magnet. For the relative cross-calibration, the magnet is first pre-cycled to allow

transient phenomena to die out, and subsequently the magnet is excited with a

current cycle ranging from 0 to 275 A. Figure 3.6 shows the setup implemented,

where eight consecutive measurements are taken. Applying Equation 3.9, an

estimate of weff = 2.84146 m is obtained over eight trials. Consequently, an

uncertainty of 80 µm (0.28 units1) is calculated.

1Normalisation for measurements related to the ELENA ring is done with respect to the
nominal field level of 0.36 T.
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Figure 3.6: ELENA coil cross-calibration measurement

3.3.3 | Coil offset error, ε

The coil offset factor, 1 + ε, is included in the measurement model to account

for the transversal difference in position between the coil and the nominal

beam path, denoted as ∆x. The ELENA B-train system makes use of two coils,

one at the centre and another at x = 22 mm. The biggest contribution to the

non-uniformity is given by the in-built integrated field gradient:

G(t) =
∫ +∞

−∞

dB(t, s)
dx

ds ≈ 0.208 Tm/m, (3.10)

This gradient is a result of the sector shape of the poles and plays a crucial role

in keeping the beam focused. The corresponding field error for the central coil,

relative to the integrated field is represented as:

ε(t) =
G(t)
I(t)

∆x. (3.11)

The uncertainty of ε is dominated by the uncertainty of the transversal offset,

which for the ELENA is obtained by measuring the position of the induction

coil relative to the magnet with a 3D laser tracker. This instrument produces

a laser beam sent via a two-axis servo-controlled mirror at a suitably placed

reflecting target. The target returns the laser beam back along the same optical

path [205]. The system measures the 3D coordinates in a polar coordinate

system, and having an accurate drawing of the measured object, one can

deduce the absolute position of any other point on the fixed object.
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Figure 3.7: Laser tracker survey measurements performed on the ELENA reference
magnet.

This measurement was performed by CERN’s survey team, purposefully when

the synchrotron was turned off to avoid any water pump-induced vibrations

on the walls and floor, which would perturb the measurement. The instrument

used in this case was Hexagon Metrology’s Leica AT402 [206]. Figure 3.7 shows

the measurements obtained superimposed by the magnet and fluxmeter array’s

3D diagrams. The value of ∆x was subsequently quantified to about 0.2 mm,

resulting in ε ≈ −6× 10−5.

3.3.4 | Integration constant, I0

The integration constant provides an absolute reference point to the relative coil

measurement. The identification procedure for this parameter requires a bipolar

power supply and involves the in-situ measurement of the coil voltage and

field marker trigger signals. Figures 3.8(a) and 3.8(b) show the measurement

data for the ELENA deceleration and acceleration cycles respectively, where

the magnets are first degaussed to reach a demagnetised reference state. Then,

the excitation current is cycled, and the flux change measured by the coil is

integrated according to:

I(t) = Ires +
∆Φ(t)

weff
. (3.12)

Following the degaussing cycle, the magnet settles on a stable hysteresis

loop after an initial transient of three cycles pertaining to the magnet’s

accommodation process. At this point, the field integral is reproducible from

cycle to cycle. The integrator drift is corrected on the stable cycles by assuming
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Figure 3.8: Absolute in-situ calibration measurements.

loop closure, an assumption validated by independent NMR measurements.

The integration constant is derived for every field marker by averaging the

integral field at the respective trigger time over n ≥ 7 stable cycles:

I0 =
1
n

3+n

∑
j=3

I(tj). (3.13)
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For the ELENA B-train, this calibration procedure has been performed

repeatedly at two different field levels for both the acceleration and deceleration

cycles. The resulting coefficients for the deceleration cycle are noted below, and

the result’s uncertainty has been estimated from the standard deviation of the

results:

– I0 = 326.836 mTm at 340 mT, u(I0) = 13 µTm

– I0 = 43.125 mTm at 45 mT, u(I0) = 12 µTm

This process must be repeated for every magnetic cycle and field marker. The

effect of doing so on operation is minimal as the time taken, including setting

up, post-processing and uploading results is only a few hours.

The reference state chosen for this measurement is the residual magnetisation,

Ires, after degaussing the magnet. This is measured with a Projekt Elektronik

Teslameter FM 3002 Hall probe [207], cross-calibrated with two fluxgate

magnetometers (Bartington Mag-03MS70 and Mag-03MS1000 [208]) in the range

below 1 mT. The residual field is measured along the central induction coil

inside the reference magnet, which is aligned along the beam trajectory, and then

integrated with respect to the distance from the centre of the magnet. Figure 3.9

shows the measured field along the beam trajectory. Two peaks in the field at

-400 mm and 400 mm are noted, which correspond to the end-plates of the

magnet, made of ARMCO pure iron in place of the laminations in the rest of the

magnet. The considered field values are an average of the measured data points.

Subsequently, the standard deviation at each point is calculated and integrated,

in order to estimate the error in measurement. The integral residual field after

degaussing is calculated to be 0.0303 ± 0.0054 mTm (0.8 units of the nominal

field).

3.3.5 | Reference-to-ring error, α

The measurement model includes a parameter to account for differences

between each individual magnet in the ring and the reference magnet. The

magnets can differ minimally due to assembly tolerance, or errors in the

number of laminations in the yoke. Regarding the ELENA bending magnets, for

contingent reasons, the reference magnet’s yoke was produced using a different

steel type than the other seven magnets (the six magnets in the ring, plus a

spare magnet), making them substantially different. This makes the introduction

of this parameter in the ELENA B-train measurement especially important.
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Figure 3.9: Residual field measurement after degaussing. Multiple sensors are used, and
an average is calculated along the magnet’s longitudinal plane.

The measurement of each individual magnet is typically done before these are

assembled in the ring. The following measurement campaigns were carried out:

– acceptance cycles up to 326 A at 200 A/s: all magnets [43];

– operational cycles up to 276 A at 115 A/s: reference and spare magnet only.

As can be noted, the operational magnetic cycles implemented during

commissioning were optimised at a lower maximum current level than the

cycles applied during the acceptance tests, which were intended to cover the

full design range. Since measurement of the individual ring magnets is not

possible after they are installed, observations have to be made by adapting

these acceptance measurements.

The relationship between magnets is represented as a function of the excitation

current by the integral transfer function (shown in Figure 3.10):

T (I, İ) =
I(t(I))

I
, (3.14)

which is the ratio of the field to the excitation current for a cycle with a given

ramp rate İ. This expression and the following ones have two solutions, one
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Figure 3.10: The reference and ring magnets’ acceptance cycle transfer function at
200 A/s.

for each hysteresis loop branch. As can be observed in Figure 3.10, the magnet

does not reach saturation, however the width of the hysteresis is around 2%,

which is large when compared to other synchrotrons (e.g. 0.5% in the PSB).

This is significant for the ELENA as it is the only synchrotron expected to

both accelerate and decelerate particles, as this is necessary for commissioning

the electron cooler. In order to consider the effect of eddy current losses on

the hysteresis loop width, parametrisation in terms of İ is needed, as clearly

visible in Figure 3.11. The reference-to-ring scaling factor is hence expressed as

a function of the current I:

1 + α(I, İ) =
Tring(I, İ)
Tref(I, İ)

, (3.15)

where the subscripts ref and ring represent the reference magnet and the

average of the magnets in the ring respectively.

An intermediate scaling factor between the two ramp rates, 115 and 200 A/s,

has been derived from measurements of the spare magnet, assuming that the

effect of a ramp rate change is approximately equal for all the magnets. The

two hysteresis loops are illustrated in Figure 3.11 and the scaling factor can be
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Figure 3.11: Acceptance and operational transfer functions for the spare magnet. The
marked plateaus refer to the two ramp-down plateaus in the antiproton deceleration
mode of operation.

defined as:

χ(I, 115) =
Tspare(I, 115)
Tspare(I, 200)

. (3.16)

Operation cycles include several plateaus, during which the field varies while

the current is constant and eddy currents are dying out. Hence, by using a

double exponential curve as a scaling factor, the curves have been smoothed

to avoid discontinuities. At this point, the behaviour of each magnet measured

in the acceptance campaign can be extrapolated to the required operational

conditions. An example is shown for ramp-down in Figure 3.12 and is

represented as:

Tring(I, 115) = χ(I, 115)Tring(I, 200), (3.17)

Tref(I, 115) = χ(I, 115)Tref(I, 200). (3.18)

In the end, the reference-to-ring scaling factor under operational conditions is

illustrated in Figure 3.13 and is defined as:

1 + α(I, 115) =
Tring(I, 200)
Tref(I, 115)

Tspare(I, 115)
Tspare(I, 200)

. (3.19)
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Figure 3.12: Operational cycle transfer function for the spare magnet extrapolated
during ramp-down.

It can be noted that the calculated parameter is fairly stable on the ramp-down of

the deceleration cycle, which is the most important criterion for the ELENA. Up

until the commissioning of the ELENA ring, the FIRESTORM hardware could

not handle coefficients which vary in real-time. Therefore, an average value has

been implemented for operation, whilst the standard deviation of the residual is

considered to estimate the associated uncertainty:

α =
1

Imax − Imin

∫ Imax

Imin

α(I, 115)dI ≈ 0.999, (3.20)

u(α)2 =
1

Imax − Imin

∫ Imax

Imin

(α(I, 115)− α)2dI

⇒ u(α) ≈ 3.2× 10−4.
(3.21)

Considering the scaling factor of the ramp-up of the accelerating cycle, the

variation is much larger, around 0.5%, which leads to a bigger uncertainty of

1.45× 10−3. The different residual field level in the reference and ring magnets

may be attributed to this result, as this value impacts the up-branch of the

hysteresis loop of the transfer function, as this approaches the mid-range linear

region.
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Figure 3.13: Reference-to-ring scaling factor. The hysteresis cycle’s ramp-up represents
acceleration of H− ions, while the ramp-down represents antiproton deceleration.

3.4 | Uncertainty estimation

The development of a measurement model permits the opportunity of

obtaining a detailed quantitative estimate of the measurement uncertainty. This

is necessary both for the instrument developers to identify improvements in

the individual components of the acquisition chain, as well as for the machine

operators and end users of the B-train system. Understanding the source of the

measurement uncertainty can lead to a better understanding of the system and

can allow planning for future optimisations of the software.

Expressing the systematic and random errors related to the measurement is one

approach used for describing the measurement. The ’Guide to the expression

of uncertainty in measurement’ [209] provides a different method to perceive

the quality of the measurement output, by grouping all sources of errors in

one uncertainty value. The guide identifies two methods for expressing the

uncertainty of a measurement:

– Type A uncertainties obtained from observed repetitions of the

measurement.

– Type B uncertainties evaluated using available knowledge.
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Defining the output quantity as z, and the input parameters p1, p2, p3, ..., pN,

then a relationship between the two quantities is [209]:

z = f (p1, p2, p3, ..., pN). (3.22)

An estimate of the output quantity is hence defined as:

z̄ = f ( p̄1, p̄2, p̄3, ..., p̄N). (3.23)

In order to estimate the uncertainty of z̄ using information on p̄1, p̄2, p̄3, ..., p̄N,

the measured quantities are assumed to have normal distributions, and the

function f and its derivative are assumed to be continuous within the range

of z̄. A Taylor series limited to the first order gives:

z− z̄ =
N

∑
i=1

(
∂ f
∂pi

)
(pi − p̄i), (3.24)

where (pi − p̄i) are small differences. Applying the square of Equation 3.24:

(z− z̄)2 =
N

∑
i=1

(
∂ f
∂pi

)2

(pi − p̄i)
2 + 2

N−1

∑
i=1

N

∑
j=i+1

∂ f
∂pi

∂ f
∂pj

(pi − p̄i)(pj − p̄j). (3.25)

Considering the differences in Equation 3.25 as experimental measurements,

the variance of the output quantity can be expressed as the combination of

the variances u2( p̄i) and of the covariances u( p̄i, p̄j) of the input parameters

estimates [210]. The law of forward uncertainty propagation is derived for the

combined variance u2
c(z̄):

u2
c(z̄) =

N

∑
i=1

(
∂ f
∂pi

)2

u2( p̄i) + 2
N−1

∑
i=1

N

∑
j=i+1

∂ f
∂pi

∂ f
∂pj

u( p̄i, p̄j). (3.26)

The partial derivatives in Equation 3.26 are also referred to as sensitivity

coefficients. If the input quantities are not correlated or have a low degree

of correlation such that the covariance u( p̄i, p̄j), the combined uncertainty is

expressed as:

uc(z̄) =

√√√√ N

∑
i=1

(
∂ f
∂pi

)2

u2(pi). (3.27)
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Table 3.1: Sources of uncertainty in the ELENA measurement model

Parameter, pi Source of uncertainty Type of uncertainty

α Assumption that this factor is a constant Type A

ε Uncertainty on the transversal coil position measurement Type B

I0 Repeatability of high field marker integration constant Type A

η Effect of temperature fluctuations on coil resistance Type B

weff Repeatability of the coil width calibration Type A

Φ(t) Repeatability of flux measurement Type A

In the case of B-train systems, applying this law, the partial derivatives of the

average field are computed with respect to each one of the six arguments pi

displayed in Equation 3.6, which includes five parameters, plus the measured

flux:

∂B
∂α

=
(1 + ε)

l∗

[
(1 + η)

∆Φ(t)
weff

+ I0

]
, (3.28)

∂B
∂ε

=
(1 + α)[(1 + η)∆Φ(t) + I0weff

l∗ weff
, (3.29)

∂B
∂η

=
(1 + α)(1 + ε)∆Φ(t)

l∗ weff
, (3.30)

∂B
∂weff

= − (1 + α)(1 + ε)(1 + η)∆Φ(t)
l∗ w2

eff
, (3.31)

∂B
∂∆Φ(t)

=
(1 + α)(1 + ε)(1 + η)

l∗ weff
, (3.32)

∂B
∂I0

=
(1 + α)(1 + ε)

l∗
. (3.33)

The combined standard uncertainty of the average field measurement, uc(B̄), is

then derived as:

uc(B̄) =

√√√√ N

∑
i=1

(
∂B
∂pi

)2

u2(pi), (3.34)

where all the variables are assumed to be normally distributed and independent

from each other. Table 3.1 shows the individual uncertainty sources and the

uncertainty type. The individual contribution of each term for the ELENA
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Table 3.2: Individual uncertainty contributors of the ELENA measurement model in
deceleration mode at injection level

Parameter, pi Value u(pi)

(
∂B
∂pi

)
u(pi) [µT]

α 0.0012 3×10−4 221

ε −6× 10−5 1.05×10−4 73

I0 326.836 mTm 13 µTm 13

η 0.002475 3×10−5 11

weff 2.84146 m 80 µm 10

Φ(t) 0.99411 Tm2 30 µTm2 10

measurement of the deceleration cycle, particularly at injection, is shown in

Table 3.2. The subsequent combined uncertainty at injection is:

– Ramp-down: uc(B̄) = 2.3× 10−4 T (6.4 units),

– Ramp-up: uc(B̄) = 5.6× 10−4 T (15.6 units)

The outcome of the uncertainty estimation exercise is that in the case of the

ELENA, the implementation of the measurement model on its own is not able to

assure an uncertainty value lower than 2 units. It is noted that the measurement

is dominated by the errors inherent in the extrapolation to the ring (due to the

different composition of the reference magnet and the ring magnets) and the

position of the coil. These values are specific to ELENA, hence significantly

better performance is anticipated for the other similar systems currently being

commissioned. Regarding the ELENA field measurement, the measurement

model has to be coupled with a beam calibration method to ensure that the

desired performance target is achieved.

3.5 | Conclusion

An upgraded measurement model, that can be used in the commissioning

of B-train systems has been presented in this chapter. The model combines

measurement theory with empirical observations to infer the absolute average

field of the ring based on the measurement of a reference magnet. The

most important advantage of such a model is that the B-train system can be

commissioned even when the beam is not present. The parameter identification

method for every model term has been described as carried out for the ELENA
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B-train. An uncertainty estimation exercise has been performed to shed light

on the biggest sources of error in the measurement. In the case of the ELENA,

the measurement model is not enough to ascertain a reproducibility better than

2 units and hence it has to be accompanied by a beam calibration method to

ensure that the target performance is reached.
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Chapter 4

Metrological Characterisation and

Calibration

4.1 | Introduction

Throughout the commissioning of the ELENA ring, several tests have been

carried out to validate the performance of the B-train system, and to understand

the sources of error in the measurement. In this chapter, different error sources

in the measurement are described and highlighted in the form of a linear model.

In addition, three tests characterising the behaviour of the ELENA B-train are

described:

– Field marker characterisation tests: taking place at the initial stages of the

commissioning period;

– Reliability run: performed when the B-train is setup according to the

measurement model;

– Beam calibration: carried out when the beam is available in the ring.

The first test has been performed to validate the field marker sensor for

operation. Besides making sure that the sensor is repeatable within the desired

target, the field uniformity of the magnet is checked to be within the acceptable
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limits of the sensor, and appropriate ramp rate values for the operation of the

ring are proposed. Secondly, the reliability run measurements are aimed to

confirm the instrument’s performance on a statistical basis. Finally, the beam

calibration procedure is described, which corrects the systematic errors within

the instrument, as well as the results obtained for the ELENA B-train.

4.2 | B-train characterisation

The metrological performance of an instrument can be identified by

characterising the different measurement error sources. These errors can be

classified in two categories: random errors associated with the fact that when

repeating a measurement, a different measured quantity from the previous

value is obtained; as well as systematic errors resulting in an offset between the

measured and reference values [209]. A simple model to represent these errors

in the measurement is a linear, additive model [211]:

B̄(t) = (1 + λ)B(t) + ∆B + σr(t), (4.1)

where B̄(t) refers to the measured and transmitted B-train output whilst B(t)

is the actual magnetic field value seen by the beam. The remaining three terms

represent three types of errors. The parameter (1 + λ), represents a gain error,

where normally |λ| � 1. The term ∆B, represents the offset error. These two

terms jointly represent the systematic error. The last term, σr indicates the

random error, typically assumed as identically distributed. This parameter is

a function of time that can be represented by the sum of three uncorrelated

contributions, which therefore add quadratically:

σr(t) ≈
√

σ2
d(t) + σ2

n + σ2
m, (4.2)

where σd is the uncertainty in the field measurement due to integrator drift

as a function of time, σn represents the uncertainty due to random noise and

σm is the uncertainty associated to the repeatability of the field marker. These

contributions are described individually in the upcoming section, including the

method by which they have been evaluated from experimental data.
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4.2.1 | Random error sources

Random errors are caused by fluctuations in the instrument reading, resulting

in an unpredictable interpretation of the measurand. The three random error

sources in the B-train measurement are the integrator drift fluctuations,

noise resulting from the coil measurement and the field marker trigger

generation time.

4.2.1.1 | Integrator drift contribution, σd

The integrator drift error is the most significant error in inductive field

measurements. Parasitic voltages in the electronics and thermoelectric effects

cause a small offset voltage, leading to a drifting output when integrated.

Several in-built strategies are implemented in the B-train’s integrator, including

a voltage source in series with the input, that is set manually via a potentiometer

to eliminate the offset voltage. As the voltage offset varies with time, the periodic

integrator reset using field markers is crucial to prevent integrator drift from

accumulating indefinitely. This would result in unacceptable deviations from

the actual field, as the total integration time can be of the order of months.

Nonetheless, the drift accumulated within one cycle can still present a problem,

especially for the ELENA, which operates using long cycles. This validates the

decision to set the field marker to trigger just before the beam’s injection, when

the accuracy required by the measurement is most critical.

In order to evaluate the drift, the most practical method is to identify a time

interval (tp, tp + ∆t) during which the magnetic field is known beforehand to

be stable, due to the magnet excitation current I(t) being kept constant. Such

field plateaus are common in all synchrotrons, where they are used for beam

injection, extraction or in the case of the ELENA for electron cooling. One must

keep in mind to adjust the time interval to avoid possible transients due to

power converter instability or eddy current decay. The drift rate Ḃd, in T/s,

for a given cycle where a plateau has been identified, is evaluated in the first

approximation in Equation 4.3:

Ḃd =
B̄(tp + ∆t)− B̄(tp)

∆t
− B

I

∣∣∣∣
I

İ, (4.3)

where an appropriate correction is affected for the excitation current drift, İ,

scaled by the field-to-current ratio of the magnet evaluated at the appropriate
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current level. Another representation can be achieved by considering the

presence of noise, by computing a least-squares linear regression model

according to Equation 4.4:

B̃(t) = B̃0 +

(
Ḃd −

B
I

∣∣∣∣
I

İ
)
(t− tp). (4.4)

The voltage offset which causes the observed field drift is given by:

V0 = ḂdAc, (4.5)

where Ac is the coil area. On any particular cycle, this offset can be considered

with good approximation to be constant, nevertheless considerable variations

of the order of several seconds can be observed, that are essentially random.

This confirms the fact that the measurement errors throughout a cycle are

strongly correlated, due to the temporarily systematic character of the offset,

while the overall error considered at an arbitrary time has a random character.

Equation 4.6 shows a quantitative representation of this behaviour, where the

Root Mean Square (RMS) average is evaluated over a set of N cycles:

σ
(

Ḃd
)
=

√√√√ 1
N

N

∑
k=1

Ḃ2
d,k, (4.6)

and then the expected value of the field error is expressed as a function of time

during a cycle as:

σd(t) = σ
(

Ḃd
)
(t− tk). (4.7)

4.2.1.2 | Random noise, σn

The random noise measured with respect to the average represents the

lowest-level error, i.e., the measurement resolution. The standard deviation of

the B̄(t) over a specific period, ∆t gives a complete description. The noise

contribution, represented by σn, can be obtained according to Equation 4.8,

evaluated on a plateau, as the RMS value of the residual of the linear regression

equation in Equation 4.4:

σn =

√
1

∆t

∫ tp+∆t

tp

(
B̄(τ)− B̃(τ)

)2 dτ. (4.8)
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4.2.1.3 | Field marker contribution, σm

The final random error source contributed by the field marker, introduces an

error due to the uncertainty presented by the sensor. Temperature, as well as

electrical and mechanical noise have an impact on the differentiating algorithm

used to find the resonance peak in the sensor’s output signal. The error

associated to the field marker can be characterised in terms of the delay between

the time tk when the field reaches the preset threshold value, i.e., B(tk) = Bm,

and the time t̃k when the digital trigger is actually received by the integrator:

∆tk = t̃k − tk > 0. (4.9)

The delay ∆tk includes a dominant contribution from the systematic latency

associated to the detection of the resonance and the generation of the trigger

pulse, plus a random component. The latency is accounted for by the systematic

offset term ∆B in Equation 4.1. The contribution associated to the frequency

stability of the RF signal source is typically of the order of one ppm or better,

which can be safely neglected. The resulting field error is proportional to the

delay:

B(tk + ∆tk)− B(tk) ≈
dB
dt

∆tk. (4.10)

As was discussed in the case of integrator drift, this error has a systematic

character for any given magnetic cycle, but on a cycle-to-cycle basis it is

considered as a random variable that can be interpreted as the jitter of the field

marker. Experimentally, the delay ∆tk is not directly accessible since the actual

field B is unknown. However, an estimate can be obtained under reproducibility

conditions from the standard deviation of the trigger times measured over a

sequence of N identical cycles:

σ(∆tk)
2 ≤ σ(tk)

2 =
1
N

N

∑
k=1

t2
k −

(
1
N

N

∑
k=1

tk

)2

. (4.11)

The inequality in Equation 4.11 takes into account that any ripple in the

excitation current can result in a slightly different field at the same time during

a magnetic cycle, even when the cycles are nominally the same. As a result, the

upper bound is taken as a conservative error estimate:

σm =
dB
dt

σ(tk). (4.12)
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4.2.2 | Systematic error sources

The offset and gain errors of a measurement system contribute towards a

systematic error, which affects the accuracy of the measurement. These errors

are normally constant or proportional to the actual value. The systematic

error sources in B-train systems are an imperfect calibration of the instrument,

measurement drift and field marker trigger generation delay.

In the case where the measurement system is not ideally setup due to human

errors, defective equipment and non-linearities in the electronics not considered

during the commissioning of the instrument, systematic errors may arise. In

general, systematic errors can be estimated by comparing the output of an

instrument with a metrologically certified source of the measurand, or with

the results obtained with another instrument known to be more accurate. In

case of the real-time field measurement there are no metrological standards,

other than the kind of inductive setup that is being presented. As a result, an

indirect calibration is proposed, possible only in the domain of synchrotrons,

based upon measurements done on the circulating beam and the RF subsystem.

This procedure is discussed in detail in Section 4.5.

4.3 | Field marker characterisation

This section describes tests performed to evaluate the behaviour of NMR sensors

as field markers using Metrolab’s PT2025 teslameter [48]. A study on the

amplitude and width characteristics of the resonant signal for the application

of these sensors in the ELENA B-train has already been carried out [212]. The

following tests were performed when the commissioning started in November

2016, in order to validate the sensor choice prior to machine’s operation and

to propose suitable ramp rate values for the machine’s magnetic cycles. The

performance target is having a measurement reproducibility within the 2-unit

(×10−4) mark, which is crucial especially at the low field limit of the NMR

marker (which is around half of the tested level). This is investigated in

different field and ramp rate conditions to allow operation teams flexibility

when choosing the cycle specifications.
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4.3.1 | Field uniformity

The choice of NMR sensors as field markers is made keeping in mind the

field precision needs, as well as the uniformity of the field in the ELENA

dipole. When the field is not homogeneous, one side of the sample resonates

at a different frequency from the other side. With an increasing field gradient,

the sensor’s resonance peak broadens and flattens, leading to inconsistent

behaviour. Hence, the ELENA dipole’s uniformity is compared to the Metrolab

PT2025 teslameter specifications. The manufacturer’s recommended limits are

600 ppm/cm at low field and 1400 ppm/cm at high field. The field uniformity

was measured to be 130 ppm/cm at 100 A and 400 A during the series

acceptance campaign [43], which is well within the accepted limit in both cases.

4.3.2 | Trigger signal precision

A trigger signal is generated by the peak detector circuit when a minimum peak

in the resonant signal occurs. The uncertainty presented by the field marker

(σm) under different field and ramp rate conditions is investigated to ensure

performance within the 2-unit mark.

The test is performed using the ELENA reference dipole magnet, PT2025

teslameter by Metrolab [48] and a National Instruments data acquisition card

NI-USB 6366 [213], with an acquisition rate of 1 MHz. Probe 1 (field range

of 43 mT to 130 mT) is used for the low field measurements while Probe 3

(field range of 170 mT to 520 mT) is used at the high field mark. Four identical

teslameters are compared for both chains. A separate Peak detector SPEC card

is used for each sensor in order to generate four trigger signals. Figure 4.1 shows

the complete setup.

Following the outcomes of the initial study [212] and more insight from

operators of the machine, twelve (B, Ḃ) are chosen, with more options at low

field due to the bigger challenges presented in these conditions. Figure 4.2

shows the different combinations of B and B/Ḃ that are investigated, as well as

the eventual operating conditions for the low field marker (acceleration) and

high field marker (acceleration and deceleration).

The Peak detector SPEC card generates a trigger signal at tk at the minimum

peak of the resonant signal. The trigger signal corresponds approximately to

the moment when B(t) matches the preset NMR field level, but includes the
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Figure 4.1: Reference magnet and electronic experimental setup to determine the
precision of NMR field markers for the ELENA B-train.

Figure 4.2: The different B and B/Ḃ combinations investigated and the operating points.

effect of the filters as well as the electronics, both the RF demodulator in the

teslameter and the FPGA peak detector. The chosen probes have an in-built

bandpass filter from 100 Hz to 2 kHz, which however is unable to guarantee

the signal quality due to the high electrical noise levels due to nearby power

supplies. To avoid spurious peaks, a low-pass filter with a cut-off frequency of

2.3 kHz is applied before the Peak detector SPEC card. The effect of this filter

on the peak time is measured to be around 62 µs. Considering the effect of both

filters at operational field ramp rates, the total delay does not exceed 80 µs. The

effect of these systematic differences is explored in Section 4.3.3.

Figure 4.3 shows 100 examples of the NMR signal recorded from the C1 unit

at 46.5 mT and 58 mT/s. The comparison of the hundred cycles assumes that

the magnetic history is repeatable as a function of time after ignoring the
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Figure 4.3: NMR signals at 46.5 mT and 58 mT/s, with the average signal shown in
black.

first three magnetic cycles. An equivalent value to the standard deviation of

the trigger time is calculated in Tesla, σm, as shown in Equation 4.12. The

relative standard deviation σm/B is used to compare the performance amongst

difference conditions to the desired target value.

Table 4.1 shows the results, grouped in three categories: low field, high ramp

rate (in red); low field, low ramp rate (in blue) and high field (in green).

Lower standard deviation values are noted for slow ramp rates at low field.

The repeatability of the trigger signal for B/Ḃ > 0.8 s is better than 4.5 µT (1

unit), while for faster ramp rates it is better than 9 µT (2 units). At high field a

repeatability better than 3 µT (0.09 units) is noted. All cases are better than the

target set for the ELENA ring operation.

In another test performed in this series, the precision of the trigger signal

is compared for NMR and FMR sensors installed in the magnet gap. An

independent t-test finds no statistically significant difference between the

performance of the two sensors, leading to the decision to remain using the

NMR sensors due to the commercial availability of these sensors. A complete

description of this test is documented in Appendix A.
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Table 4.1: Trigger signal precision for different combinations of B and Ḃ

B [mT] Ḃ [mT/s] B/Ḃ [s]
σ(tk) [ms] σm [µT] σm/B [10−4]

C1 C2 C1 C2 C1 C2

43.0 151 0.284 0.037 0.036 5.6 5.5 1.30 1.28

44.5 151 0.294 0.047 0.047 7.1 7.1 1.60 1.60

45.0 151 0.297 0.054 0.059 8.2 9.0 1.82 2.00

44.5 76 0.588 0.063 0.062 4.8 4.7 1.08 1.06

45.0 76 0.594 0.075 0.075 5.7 5.7 1.27 1.27

46.5 58 0.800 0.057 0.055 3.3 3.2 0.71 0.69

44.5 41 1.077 0.067 0.065 2.8 2.7 0.63 0.61

45.0 41 1.090 0.104 0.109 4.3 4.5 0.96 1.00

46.5 31 1.490 0.108 0.099 3.4 3.1 0.73 0.67

340 584 0.582 0.0039 0.0044 2.3 2.6 0.07 0.08

340 443 0.767 0.0056 0.0067 2.5 3.0 0.07 0.09

340 195 1.744 0.0138 0.0137 2.7 2.7 0.08 0.08

4.3.3 | Delay of trigger signal generation

Figure 4.4 shows the resonant signal as well as the generated trigger signal.

A time delay ∆tNMR between the minimum peak of the NMR signal and the

falling edge of the trigger signal (active low) can cause a systematic error in the

measurement if it is not corrected. Hence, this delay is measured and converted

to an equivalent field value ∆BNMR by multiplying with the ramp rate value. For

the three categories:

– Low field, high ramp rate: 10 µT < ∆BNMR < 23 µT;

– Low field, low ramp rate: 4 µT < ∆BNMR < 8 µT;

– High field: 2 µT < ∆BNMR < 6 µT.

These measurements confirm the preference for low ramp rates at low fields.

The amplitude is in fact found to be within the uncertainty value and in the

end, is accounted for in the novel field marker calibration method described in

Section 3.3.4.

In conclusion, the fore-mentioned tests have validated the choice of Metrolab’s

PT2025 teslameter and NMR probes in accordance with the FIRESTORM system

90



Chapter 4. Metrological Characterisation and Calibration 4.4. Reliability Run

Figure 4.4: NMR signal output and the generated trigger signal by the Peak Detector
SPEC card.

for the operation of the ELENA ring. These results were instrumental in

choosing the Ḃ parameter (as shown in Figure 4.2) for each magnetic cycle.

4.4 | Reliability Run

A reliability run consisting of the measurement of 3,000 cycles was performed in

November 2018, in order to validate the performance of the sensors, electronics,

controls and transmission of the ELENA B-train on a statistical basis. This was

done prior to the presence of the beam in the ring, and hence systematic errors

could not be identified in this case. Both the acceleration and deceleration cycles

were implemented and measurements presented here are from the C1 chain.

Measurements were acquired using the FESA interface at a sample rate of

10 kHz.

Table 4.2 shows the results obtained for the operational chain. The overall

stability of the B-train system throughout the run was satisfactory. Figure 4.5

shows the drift in the measurement of the deceleration cycle’s intermediate

plateau. The drift error contribution, is notably at its highest at the extraction

point of the deceleration cycle. Figure 4.6 shows the distribution of the field
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Table 4.2: ELENA B-train reliability run results for both acceleration and deceleration
cycles.

Parameter Unit Acceleration Deceleration

Average drift rate, Ḃd µT/s 1.0± 1.5 1.0± 1.5

Random error due to drift at injection, σd(tinj) µT 0.74 0.62

Random error due to drift at extraction, σd(tex) µT 1.0 42

Random error due to noise, σn µT 2.9± 0.1

Peak-to-peak noise µT 13.8± 0.5

Marker jitter, σ(tk) µs 60.1 9.7 21.5

Field marker uncertainty, σm µT 5.9 6.5 3.4

Relative field marker uncertainty, σm/B(tk) ×10−4 1.3 0.19 0.10

Measured repeatability at injection, σ(B̄(tinj)) µT 3.9 4.1

Measured repeatability at extraction, σ(B̄(tex)) µT 4.1 37

Total random error at injection, σr(tinj) µT 6.6 4.5

Total random error at extraction, σr(tex) µT 6.6 42

measured at injection and extraction over 3,000 consecutive cycles, normalised

with respect to the respective average. The standard deviation, σd, at extraction

is about six times higher than at injection, which is however still within

tolerance. The shape of the distributions is approximately gaussian, which

confirms the essentially random nature of the voltage offset fluctuations over

time.

The measured noise level is comparable to the drift contribution at injection.

On the other hand, the relative repeatability of the field marker trigger signal

is calculated to be 1.3 units at 45 mT, while at 340 mT, it is better than 0.2 units,

both of which are below the targeted 2 units level. The sub-optimal performance

at low field is expected, due to the high signal-to-noise ratio of the resonant

signal at this range.

The total random error evaluated according to the model of Equation 4.2 is

given in Table 4.2, both at injection and at extraction. At injection, the dominant

contribution is the noise σn. At extraction, the dominant contribution is the drift

σd, where the relative error is about 1 unit, which is acceptable for operation.

These results should be compared to the actual reproducibility of the measured

magnetic field B̄, also given in Table 4.2. The difference between the measured
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Figure 4.5: Drift on the deceleration cycle’s intermediate plateau. tp and tp + ∆t indicate
the points considered for calculating the drift.

repeatability and the estimated total random error is as low as 5 µT. This

essentially validates the assumptions on which the model of Equation 4.2 is

based.

4.5 | Systematic error evaluation

Whilst most FIRESTORM B-train systems will be commissioned using the

calibrated legacy B-train as a metrological standard, in the case of the ELENA

ring, this is not possible, as the FIRESTORM B-train is the first magnetic

field measurement system to be installed in this machine. As the proposed

measurement model was not able to ensure a performance level within 2 units,

another method is carried out to evaluate and eliminate systematic errors, where

the RF parameters are measured and the magnetic field error as a function of

time is derived.

4.5.1 | Procedure

In a synchrotron, the electric field provided by the RF cavity must be

synchronised with the bending magnetic field. The ELENA ring is equipped

with an in-house developed Low-Level Radio Frequency (LLRF) system,

which is already deployed in the LEIR, PSB and MedAustron [214]. The LLRF
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Figure 4.6: Random error measurement at injection and extraction
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Figure 4.7: Simplified schematic diagram of the LLRF system

receives the B-train measured field, B̄(t) via an optical fiber, and calculates the

programmed revolution frequency fprg according to Equation 1.8.

Figure 4.7 shows a simplified schematic of the LLRF, illustrating the procedure

for obtaining the revolution frequency applied to the cavity, frev(t). The

revolution frequency applied to the cavity is obtained according to:

94



Chapter 4. Metrological Characterisation and Calibration 4.5. Systematic error evaluation

frev = ( fprg + foff) + floops − frad, (4.13)

where:

– foff is an optional frequency offset that may be added to fprg when carrying

out special tests, or to correct the B-train input in those occasions when it

may be suspected or known to be wrong; for the present tests, foff was set

to zero.

– floops includes the contributions of three independent feedback loops: the

longitudinal phase loop, which keeps the particles bunched together, and

the injection and extraction loops, that synchronise the particle bunches in

and out of the ring by measuring the phase of the beam and comparing it

with a reference generator.

– frad is the radial loop contribution that keeps the beam in the centre of the

vacuum chamber. This loop is based on feedback from the mean radial

position error δR, obtained by averaging the measurements of several

Transverse Pick-up Units (TPUs) placed along the ring [215]. The minus

sign in Equation 4.13 is in accord with a polarity convention that associates

a positive correction, frad > 0, with a decrease in revolution frequency, as

needed to push the beam radially outwards according to Equation 1.8.

Ignoring the contribution of floops and hence considering only the elements

contributing to radial equilibrium, in presence of a field measurement error δB,

such that:

B = B̄ + δB, (4.14)

this leads to:

frev(B̄ + δB) = fprg − frad, (4.15)

which means that, in the first approximation, the field error is proportional to

the radial loop contribution frad:

δB = B̄− B ≈ frad
∂ fprg

∂B

. (4.16)

Attributing this field error entirely to the field measurement is a conservative

assumption. In practice, the centring action of frad compensates other sources,

such as environmental and stray magnetic fields, imperfect knowledge of

the machine radius and measurement errors of the beam radial position or

the RF. The term (∂ f/∂B)−1 in Equation 4.16, expressed in µT/Hz, represents
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Figure 4.8: The revolution frequency (black) and the reciprocal of its first derivative (red)
as a function of the ELENA magnetic field.

the uncertainty of the estimated field error per unit of uncertainty of the

revolution frequency, and is also plotted in Figure 4.8. In these circumstances,

the uncertainty of the frequency is 1 Hz or less. In general, the uncertainty ratio

increases with the field, which means that field error estimates are generally

more precise at extraction than injection for the ELENA. The increase is limited

to about one order of magnitude in the ELENA (which is similar to the PSB and

LEIR).

The field error in Equation 4.16 can be evaluated at several different field levels

over a set of repeated cycles, to obtain a set of data points (B̄, δB)i=1..n. The

systematic error parameters λ and ∆B defined in Equation 4.1 can be estimated

by least-square fitting the data points with the linear model:

δB = λB̄ + ∆B, (4.17)

obtained by substituting Equation 4.16 in Equation 4.1, neglecting the random

error term and taking into account that both parameters are small.
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Figure 4.9: The points in the deceleration cycle where RF is on and measurements were
acquired.

4.5.2 | Results

The results of the beam-based calibration carried out for ELENA are listed in

Table 4.3. Measurements are acquired repeatedly in periods when the RF is on

as shown in Figure 4.9. Figure 4.10 shows the measurements of δB(t) obtained

for the deceleration mode during the ELENA ring’s commissioning, before

and after the calibration procedure. A first-order polynomial is fitted over the

former set of measurements, resulting in λ = −2.6× 10−3 and ∆B = 0.77 mT.

This is equivalent to an error of 0.16 mT at injection, which is well within the

uncertainty estimation derived in Section 3.4. This may be attributed to the

difference between the magnets in the ring and the reference magnet, which is

a prototype made with a different grade of magnetic steel.

When the two error parameters were compensated, the measurement was

repeated, resulting in a gain error λ = 6.3× 10−6 and an offset ∆B = −1.3 µT.

The calibration procedure is noted to reduce both gain and offset errors by

more than two orders of magnitude, down to the level of just a few ppm, well

below random errors. The validity of this procedure was further confirmed by

showing that, even with the radial RF loop switched off, the beam could be still
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Figure 4.10: B(t) vs. δB(t) before and after the ELENA B-train’s calibration.

Table 4.3: ELENA B-train beam measurements

Parameter Unit Injection Intermediate Extraction

Revolution frequency, frev(t) kHz 1043.4± 0.063 371.2± 0.008 144.0± 0.107

Mean radial position, r̄(tinj) mm −0.353± 0.008 −0.430± 0.017 1.596± 0.110

Radial loop frequency, frad(t) Hz 34.4± 55 −95± 48 116± 153

injected and extracted with minimal losses.

Table 4.3 demonstrates that the largest frequency correction is in the order of

100 Hz, resulting in a radial position error of less than 2 mm. Based on these

measurements, the systematic B-train error is noted to be 0.97 µT (0.027 units) at

injection and -0.99 µT (0.2 units) at extraction. In the ELENA ring, the reported

errors are acceptable for keeping the beam on the closed orbit, as they are well

within the target error tolerance of 2 units, confirming the functionality of the

B-train and RF system.
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4.6 | Summary

This chapter has given an overview of the experiments performed to validate the

performance of the ELENA B-train. During an extensive series of preliminary

tests, the instrument allowed smooth and reliable beam operation, thus

proving its viability for the commissioning of the machine. First, a linear

model is presented which characterises the two types of errors present in the

measurement: random and systematic errors. Three experiments are described

to identify the characteristics of the system. The first test characterised the

behaviour of NMR sensors as field markers for the ELENA B-train, as well as

the determination of the optimal ramp rate parameters. The main outcome of

this campaign is that the most critical conditions are at low field, where the

ramp rate should be kept as low as possible. At field levels lower than 47 mT, a

repeatability better than 4.5 µT is noted using slow ramp rates (B/Ḃ > 0.8 s),

whilst for faster ramp rates, it is better than 9 µT. At high fields using a high

ramp rate, the repeatability is found to be better than 3 µT. The homogeneity of

the ELENA reference dipole magnet at the nominal low and high field values

satisfies the maximum field gradient acceptable for the two PT2025 teslameter

probes (Probe 1 and Probe 3).

The second test, the reliability run performed during the commissioning

period investigated the stability of the ELENA B-train, with a repeatability

of 4.1 µT at injection and 37 µT at extraction. It is demonstrated that the

larger error at extraction is due to the drift in the measurement. In general,

the total random errors, are at the level of 0.1 units at injection, and in the

worst-case, at extraction, random errors are at the level of 1 unit, which is

within the specification of the machine. The third experiment described a

novel procedure to calibrate systematic measurement errors using beam-based

measurements. This experiment related beam feedback measurements with the

B-train measurement, to derive the systematic error in the instrument. An initial

measurement concluded that the instrument’s systematic error is within the

target error tolerance of 2 units. Following the calibration, the systematic error

was reduced by two orders of magnitude. This experiment proves the potential

of the measurement model to setup B-train systems when no beam is available.

Possible future improvements to the B-train’s performance are being considered

such as an adapted field marker for drift correction on long plateaus [202],

and direct use of the measured radial beam position to estimate magnetic field
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measurement errors. The calibration method will also be used in the upcoming

three-year operation phase of CERN’s synchrotrons, where the acquisition of δB

and frad data is expected to provide a foundation for high-precision statistical

estimation of the instruments’ parameters and their stability.
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Chapter 5

Field Marker Position Optimisation

5.1 | Introduction

In the measurement of curved dipole magnets, fixed integral coils are used as

part of the sensor setup. However, these are only able to detect field changes.

As a result, an integration constant is obtained separately by a local field

sensor placed in the centre of the magnet. In such cases, the magnetic length is

introduced to derive the integral field value from the measured local field.

In all the B-train systems at CERN, the magnetic length `m is assumed to be

constant, ignoring the dependence upon the current, I. This is justified when the

magnets are cycled using one cycle type, however when introducing multiple

cycles with different operating conditions such as the rate of change in current,

İ, errors are introduced. The field marker sensors in B-trains at CERN are always

placed in the centre of the magnet at s = 0, which presents several advantages

such as good field uniformity (a requirement for magnetic resonance sensors).

However, this is not always possible in cases where a reference magnet is not

available, and sensors have to be installed next to the vacuum chamber within

an operational magnet.
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The main motivation behind these measurements is the fact that the variation of

the `m with respect to I was found to introduce additional uncertainties in the

B-train measurement, which needs to operate strictly with errors in the order of

10−4. In this chapter, an optimal position for the placement of field markers in

the ELENA magnet is found, and the feasibility of displacing the sensors in the

B-train system is investigated. In particular, the variation of the magnetic length

is explored as a function of the excitation current I along the s, x and y axes.

Furthermore, the feasibility of displacing the field markers from the centre of

the ELENA magnet is investigated by comparing the performance of two setups

installed within the magnet during commissioning of the ring.

5.2 | Optimal position search

5.2.1 | Experimental Setup

The following measurements are executed using the spare ELENA bending

dipole in CERN’s magnetic measurement laboratory. Figure 3.6 shows the

magnet, which in this case is equipped with a spare curved fluxmeter

array, three Projekt Elektronik AS-NTM-2 Hall probes [216] and a National

Instruments NI-USB 6366 data acquisition system [213]. The magnet is initially

degaussed using a bipolar power converter, and then cycled repeatedly from

0 A to 275 A at a ramp rate of 200 A/s. Figure 5.1 shows the applied excitation

current signal.

To ensure a stable and reproducible measurement, three pre-cycles are

performed before the measurement is initiated. The coil integral field and local

field measurements are acquired simultaneously along the following space:

between 0 ≤ s ≤ 470 mm, 0 ≤ x ≤ 80 mm and 5 ≤ y ≤ 25 mm (refer to

Figure 1.2). It has to be noted that the magnet pole is at s = 430 mm. Whilst

the coil is kept in a fixed position throughout the measurement, the three Hall

probes are placed on top of each other, and are displaced along the s and x

axes. Three consecutive cycles are recorded at every position, and subsequently

the calculated magnetic length values are averaged. In the post-processing

stage, a moving average with a 20 kHz cut-off is implemented due to the noisy

Hall probe and current signals. The integrator drift is corrected by finding the

induced voltage on the plateau before the ramp-up of each measured cycle, and

then subtracting this voltage from the measured coil voltage.
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Figure 5.1: In order to characterise the magnetic length, the excitation current is ramped
up from 0 A to 275 A and then ramped down to 0 A at 200 A/s.

For a magnet cycled dynamically at a ramp rate İ = 200 A/s, the best stability of

the magnetic length is found in the current range [I1, I2] of interest. The position

along the beam path (s plane) where this occurs is referred to as the optimal

position, s∗. The stability is hence evaluated by means of the relative variation

of the magnetic length:

∆`m(s)
¯̀m(s)

= max
I1≤I≤I2

`m(s, I)
¯̀m(s)

− min
I1≤I≤I2

`m(s, I)
¯̀m(s)

, (5.1)

where ¯̀m(s) is the average magnetic length defined by:

¯̀m(s) =
1

I2 − I1

∫ I2

I1

`m(s,J )dJ . (5.2)

This parameter indicates the maximum relative error that is expected on the field

integral I(t) when assuming a constant magnetic length value. The metric used

in this experiment to describe the advantage of moving the local field sensor is

the ratio of the relative magnetic length variation at s = 0 mm to the relative

magnetic length variation at s∗:

β =
∆`m(0)
¯̀m(0)

¯̀m(s∗)
∆`m(s∗)

. (5.3)
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Values of β > 1 indicate an advantage of displacing the sensor at s∗ rather than

s = 0.

5.2.2 | Results and discussion

Figures 5.2 to 5.5 show the measured magnetic length values along s at four

discrete currents on the ramp-up and ramp-down curves. The four graphs

represent four different x and y positions that have been considered. The curves

are obtained by linearly interpolating the field profiles along the nine different

positions along the s axis. To investigate the variations of the magnetic length

along the x and y axes, three different positions are considered in each axis. The

measurement uncertainty is approximately 0.4 mm, which encompasses the

magnetic field repeatability and the Hall probe positioning error.

Figure 5.2, Figure 5.3 and Figure 5.4 show the magnetic length profiles at

increasing y values and x = 0, where it can be seen that the magnetic length

values converge towards a position at around s = 340 mm where the variation

in the parameter is minimal. As the value of y increases, it is noted that

the optimal position becomes increasingly smeared. This is seen better in

Figure 5.6(a) whereas y increases, the relative variation in `m(s∗) increases

proportionally, with minimal variance in the value of s∗. These results are listed

in Table 5.1, which also highlights the calculated β parameters.

When the vertical position is kept fixed at y = 5 mm and the Hall probe is

moved outside of the magnet by increasing x, `m remains mostly unchanged,

except that s∗ shifts closer to s = 0. This can be observed in Figure 5.2 and

Figure 5.5. In Figure 5.6(b) the relative magnetic length variation is plotted,

and Table 5.2 lists the corresponding numerical data. The β parameter remains

Table 5.1: Magnetic length when changing y, at x = 0 mm and 0 ≤ s ≤ 470 mm.

y s∗ ¯̀m(s∗) ∆`m(s∗) ∆`m(s∗)
¯̀m(s∗)

∆`m(0)
¯̀m(0) β

(mm) (mm) (mm) (mm) (×10−4) (×10−4) (-)

5 340.1 973.6 1.28 13.2 114.8 8.67

16 342.4 974.1 1.63 16.7 112.0 6.71

25 348.0 975.2 2.97 30.4 103.4 3.40
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Table 5.2: Magnetic length variation, when changing x, at y = 5 mm and
0 ≤ s ≤ 470 mm.

x s∗ ¯̀m(s∗) ∆`m(s∗) ∆`m(s∗)
¯̀m(s∗)

∆`m(0)
¯̀m(0) β

(mm) (mm) (mm) (mm) (×10−4) (×10−4) (-)

0 340.1 973.6 1.28 13.2 114.8 8.67

50 321.9 973.0 1.41 14.5 118.6 8.21

80 308.2 979.3 1.25 12.7 119.7 9.39

practically unchanged as the probe is moved out of the magnet. The relative

variation of the magnetic length is minimal in the range 300 ≤ s ≤ 350 mm.

This trend was also observed at y = 16 mm and y = 25 mm.

This experiment concludes that there is an optimal position located towards the

edge of the poles, where ∆`m(s)/¯̀m(s) with respect to the excitation current

is minimal. This phenomenon arises from the increase in the local field close

to the end-plate as it consists of a different material than the yoke. Placing the

local field sensor closer to the y = 0 presents a greater advantage than placing

the sensor at a higher vertical offset. On the other hand, moving the sensor

from the central path in the x direction, the optimal position s∗ is noted to shift
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Figure 5.2: Measured magnetic length at y = 5 mm, x = 0 mm.
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Figure 5.3: Measured magnetic length at y = 16 mm, x = 0 mm.
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Figure 5.4: Measured magnetic length at y = 25 mm, x = 0 mm.

proportionally closer to s = 0. Installing the sensor at s∗ can possibly reduce

the uncertainty in the magnetic length parameter, in applications such as B-train

systems, where this parameter is assumed to be constant.
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Figure 5.5: Measured magnetic length at y = 5 mm, x = 50 mm.

5.3 | ELENA B-train feasibility study

Following the determination of an optimal position for local sensors in the

ELENA dipole magnet, this section assesses the feasibility of displacing the

field marker sensors in the ELENA B-train system when operated using both

the acceleration and deceleration cycles. In particular, the response of magnetic

resonance sensors will be investigated along the magnet gap, as well as the effect

of differing ramp rate conditions.

5.3.1 | Magnetic resonance sensor response

As the field level within the magnet gap becomes lower at the pole edge, the

amplitude of a magnetic resonance sensor’s response is expected to decrease.

Determining the boundary of the magnet where the sensor signal response

is above the noise level is essential when considering displacing the sensors

towards the pole edge.

An experiment is carried out on the spare ELENA dipole magnet, where

two NMR probes are preset at 45 mT and 340 mT, and fixed to a fiberglass

support. The support is consequently moved along the s and x axes, where

the resonance signals are recorded using the NI-USB 6366 data acquisition

system [213]. The magnet is operated with a cycle similar to the acceleration

cycle, ramping up at 70 A/s up to 46 mT and then ramping up to 360 mT
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Figure 5.6: Magnetic length variation when changing x, y and s.

at 115 A/s. Measurements are repeated three times at each position and the

peak-to-peak voltage is derived.

Figure 5.7 shows a map of the interpolated voltage amplitudes for the low-field

and high-field probes. The measurements are shown in black, whilst the
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repeatability of the measurement is illustrated in red. Results indicate that even

though the sensors’ response falls steadily, the voltage level remains well above

noise levels up to s = 400 mm and x = 40 mm. The low sensor response beyond

this point can be explained by the lower magnetic field due to the fringe field.

This observation allows the possibility of moving the ELENA field marker

sensors towards the optimal position at s = 340 mm. When repeated for two

FMR sensors, similar results were observed.

5.3.2 | Dynamic characterisation

In Section 5.2, the magnetic length was characterised as a function of the

excitation current and position, keeping the ramp rate fixed at 200 A/s. This

section investigates the effect of dynamic properties of the magnet on `m. In

B-train systems, field marker sensors are set at one field value in a ramping

field and can be exposed to various cycle types and ramp rates. A measurement

is proposed, where three field markers set at 45 mT, 200 mT and 340 mT are

subjected to different ramp rate conditions.

5.3.2.1 | Method

Two identical setups are assembled within the ELENA spare magnet, each setup

making use of two FMR and one NMR sensor. Figure 5.8 shows the two setups:

one fixed at s = 0 mm and another at s = 340 mm. The coil voltage and

the six resonant signals are measured simultaneously at eight ramp rate values

(200 ≤ İ ≤ 900 A/s) and repeated three times. The dynamic conditions are

represented by the variation of the rate of change of the integral field, defined

by υ:

υ = σ

(
dI

dt

)
, (5.4)

where σ is the standard deviation of the values of rate of change of the integral

field. This quantity is derived with an increasing number of signals n, where

6 ≤ n ≤ 24 for eight repetitions. Since each measurement occurs at a single

current value, a new metric is defined for the magnetic length behaviour. The

ratio of the variation of the magnetic length at s0 to the variation of the magnetic

length at s1 is defined as:

Γ =
max `m(s0)−min `m(s0)

max `m(s1)−min `m(s1)
, (5.5)
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(a) 45 mT

(b) 340 mT

Figure 5.7: Measured NMR voltage signal amplitude at 45 mT and 340 mT.
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Figure 5.8: Horizontal section view of the ELENA B-train sensor setup.

where in this case, s0 = 0 mm and s1 = 340 mm.

5.3.2.2 | Results

Figure 5.9 shows the variation of Γ with different dynamic field conditions.

A horizontal line at Γ = 1 depicts the point from where the variation of the

magnetic length at s1 becomes lower than that at s0. Results indicate that the

sensor setup at s = 340 mm becomes feasible for υ > 0.21 Tm/s at 45 mT, and

υ > 0.09 Tm/s at 200 mT and 340 mT. The lower υ values for the low-field

sensor can be attributed to the lower field levels at the pole edge and external

perturbations, which are exacerbated at this low field level.

In the ELENA B-train, the low-field marker is only implemented in the

acceleration cycle, whilst the high-field marker is implemented in both

operation modes. Hence, at the commissioning stage, there is no valid reason

for displacing the low-field marker. On the other hand, the high-field marker

is exposed to an integral field change of 0.49 Tm/s and 0.15 Tm/s on the

acceleration and deceleration cycles, respectively.

This has been observed by installing the proposed setup within the

ELENA reference magnet and cycling the magnet with both the acceleration

and deceleration cycles in an interleaved manner. Measurements of the
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Figure 5.9: Determination of Γ, as a function of integral field variation. It is concluded
that for high field markers, feasibility of displacement occurs at υ > 0.09 Tm/s, whilst
for low field markers, this happens at υ > 0.21 Tm/s.

reproducibility of the trigger time (tk) have been captured for both setups

simultaneously over 24,000 cycles as can be seen in Figure 5.10. Two different

trigger times are noted for each sensor setup, one for each mode of operation,

however one can note the reduced range in the trigger time measurements

for the proposed setup. In fact, for a υ value of 0.168 Tm/s, the range of tk

is calculated to be 13.6 ms at s = 0 mm and 7.5 ms at s = 340 mm. This

presents a relative improvement in the field marker uncertainty component of

45% between the two setups.

5.4 | Conclusion

This chapter investigated the positioning of local field sensors installed in the

gap of dipole magnets, which are used to infer the integral field. The magnetic

length defines the ratio between the integral and local field, and is dependent

on the sensor’s position, excitation current and rate of change of current. Whilst

in B-train systems, such sensors are typically placed in the centre of the magnet,

this work has shown that there is a position towards the edge of the poles

where the relative change of the magnetic length with respect to the excitation

current is minimal. Measurements have been carried out in three axes along the
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Figure 5.10: Trigger time data acquisition when the acceleration and deceleration cycles
are interleaved. Measurements are presented for a sensor setup in the central position
s = 0 mm and the proposed position s = 340 mm.

magnet gap, where moving the local field sensor horizontally in the x direction,

the optimal position is noted to shift closer to s = 0, whilst offsetting the

sensor upwards in the y direction, the variation of the magnetic length increases

proportionally. As a result, an optimal position of s = 340 mm, y = 5 mm and

x = 0 mm is deduced for the ELENA bending dipole magnet.

Another two tests have been performed with regards to the feasibility of

displacing the sensors for the ELENA B-train. Firstly, the operability of magnetic

resonance sensors at the proposed position within the magnet gap has been

confirmed. Secondly, two field marker setups have been fixed in the dipole

magnet, one at the original position and another at the proposed position. A

range of dynamic operating conditions was executed, and the magnetic length

variation was noted. Results showed that a sensor setup at s = 340 mm is

feasible for υ > 0.21 Tm/s at 45 mT, and υ > 0.09 Tm/s at 200 mT and

340 mT. Finally, a scenario in the ELENA B-train was highlighted where it

is advantageous to displace the local field sensors towards the pole edge. In

this case, a reduction in the variation of the trigger time results in a potential

improvement in the measurement’s uncertainty, which helps improve beam

performance in machine operation.
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Chapter 6

Dynamic Magnetic Field Hysteresis

Modelling

6.1 | Introduction

This chapter proposes two dynamic hysteresis models: a field model is

required for the ELENA B-train, which can be used for off-line tests when

the power converter is not available, or when there is an issue with the

real-time measurement, whilst a second model is presented for material science

applications. A mathematical model is presented for the former case, based

on the decomposition of the integral field effects, where these effects are

represented using several curve fitting techniques. The characterisation of each

individual model term is provided, with examples from the ELENA dataset,

followed by the results obtained for the two ELENA modes of operation. The

second dynamic hysteresis model consists of a Preisach and RNN model, able

to model both major and minor hysteresis loops at different ramp rates. The

results of the model are presented, including a sensitivity analysis to ensure that

the neural network is appropriately trained.
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6.2 | B-train field model

6.2.1 | Measurements

The measurements which are the basis of the proposed model come from

one measurement campaign taking place in CERN’s magnetic measurement

laboratory. The ELENA spare bending magnet is used, equipped with a spare

curved-coil fluxmeter and a National Instruments NI-USB 6366 [213] acquisition

system (see Figure 3.6). A bipolar power converter is used to power the magnet,

which is first degaussed, then cycled from 0 to the nominal peak current level,

Ip, and various current ramp rates İ. Three pre-cycles are executed prior to the

measurements to ensure stability and reproducibility of the field better than

100 ppm. Subsequently, three stable cycles are measured at 20 kHz, as shown in

Figure 6.1. The integration constant to be added to fluxmeter measurements is

obtained from the measurement described in Section 3.3.4.

In this campaign, measurements of the integral field, I are carried out at eight

different İ values (50, 100, 200, 300, 400, 500, 600, 900 A/s) and seven different

Ip values (40, 50, 100, 150, 200, 250, 276 A). Both the coil output as well as

the current signals are acquired simultaneously at a sample rate of 200 kHz.

Figure 6.2 shows the measured transfer functions at the different ramp rates and

a peak current of 276 A. It can be observed that the saturation effects in the

ELENA bending magnets are minimal [17], as well as the asymmetric behaviour

at ramp-up and ramp-down.

Figure 6.1: An example of the integral field measurement, indicating which parts of the
measurement are used to determine the model components.
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Figure 6.2: Measured transfer functions at different ramp rates.

6.2.2 | Proposed model

To describe the dipole magnet’s behaviour, the integral magnetic field I(t)

is selected as the modelled quantity. The model aims to build on the field

decomposition model proposed by Caspers et al. [178]. The proposed model

is comprised of five terms: a linear term IL, a residual field term IR, a hysteresis

term IH, a dynamic term ID, and a transient term IT. The integral field is

expressed as:

I = IL

(
I
I∗

)
+ IR

(
Ip

I∗

)
+ IH

(
I
I∗

, sgn( İ)
)
+ ID

(
I
I∗

,
İ
İ∗

)
+ IT

(
∆I
I∗

,
İr

İ∗
, t0

)
,

(6.1)

where I∗ is the maximum magnet current, İ∗ is the maximum current ramp rate

and sgn( İ) is the ramp direction, with +1 indicating a ramp-up and -1 indicating

a ramp-down. The transient term represents the integral field behaviour during

plateaus, and is a function of ∆I, the change in current from the previous to

the current plateau, and İr, which is the ramp rate preceding the plateau, and

t0 is the time from the start of a plateau. The components are expressed with

normalised input variables to provide consistency of representation among

magnets. In the next section, each parameter is characterised for the ELENA

magnet measurements in different dynamic conditions.
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This work assumes that the magnets are operated in a repeatable environment,

ignoring the accommodation effect, which is typically three to five cycles.

Keeping the composition of the model as simple as possible for potential

real-time implementation, the integral field is modelled using parameters which

can be provided to B-train systems as inputs to the Predictive SPEC card. For

a field model in operation in synchrotrons, an accuracy target of 2 units is

expected, especially at injection and extraction levels. The aim of this work is

to reach the forementioned accuracy target, and also improve the modelling

accuracy of the simple model used at the PSB and AD [178], described in

Section 2.5.4.

6.2.3 | Characterisation

As can be observed in Figure 6.2, the degree of non-linearity in the ELENA

magnetic field behaviour is minimal, accounting to less than 10% of the

measurement. The characterisation procedure involves the identification of

the linear, residual and hysteresis components, and then subtracting these

components from the integral field to identify the dynamic and transient

properties of I.

6.2.3.1 | Linear component, IL

The linear component IL, is obtained by fitting a first-order polynomial equation

to the I − I measurements. This results in:

IL = c1
I
I∗

, (6.2)

where c1 is the coefficient. This term removes the linear trend in the

measurement which accounts for the majority of weighting in the ELENA dipole

integral field. Note that IL is defined to have a value of 0 at I = 0. In the case of

the ELENA, c1 = 0.3512 Tm.

6.2.3.2 | Residual field component, IR

The residual field before and after each measured cycle at the different ramp

rates is noted by considering the average of 10,000 samples. The chosen

area is noted to be at the point where the eddy currents have completely

decayed, around two seconds following a ramp-up/down. Figure 6.3 shows the

measured residual field values at different current peaks Ip and ramp rates İ,

including the standard deviation. A first-order polynomial equation is fitted to
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Figure 6.3: Residual field characterisation

these points:

IR = c2
Ip

I∗
+ c3, (6.3)

where c2= 5.6×10−5 Tm/A and c3 = 2×10−5 Tm.

6.2.3.3 | Hysteresis component, IH

As ELENA is one of the few synchrotrons at CERN expected to both accelerate

and decelerate particles, the accurate modelling of both the ramp-up and

ramp-down behaviour is essential. Modelling the static hysteresis curve is

difficult, as measurements of this curve are not available. In this case, this

component is modelled by fitting one hysteresis curve at a very low ramp rate.

The measured current and magnetic field are first interpolated separately for

ramp-up and ramp-down at intervals of 0.1 A over the range of the measured

current. A fourth-order polynomial function is used to model the ramp-up and

ramp-down signals as follows:

IH = c4j

(
I
I∗

)4

+ c5j

(
I
I∗

)3

+ c6j

(
I
I∗

)2

+ c7j

(
I
I∗

)
+ c8j, (6.4)

where c4j to c8j are coefficients obtained for each signal. Each coefficient is

distinct for ramp-up (sgn( İ) = +1) or ramp-down (sgn( İ) = −1). Table 6.1

shows the value of the parameters obtained for the ELENA. The fit between the

measurements and the curves is noted to have a R2 better than 0.99 and a sum of
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Figure 6.4: Hysteresis component curve fit

squared errors better than 9× 10−7. The measured and fitted curves are shown

in Figure 6.4.

6.2.3.4 | Dynamic component, ID

The dynamic component accounts for the eddy current effects in the magnet in

pulsing fields. This component is modelled by subtracting the forementioned

contributions of the measured field, as shown in Figure 6.5. This component is

represented as a function of the normalised current and ramp rate values:

ID = g
(

I
I∗

,
İ
İ∗

)
. (6.5)

The function g is modelled using an Artificial Neural Network (ANN). In

this work, neural networks are used to represent complex terms which are

dependent on more than one parameter, taking advantage of the ANN’s ability

Table 6.1: Hysteresis component parameters

sgn( İ) c4j c5j c6j c7j c8j

+1 0.01022 0.02487 0.01831 0.003920 -3.1142×10−4

-1 0.004741 0.003621 0.001263 0.002117 5.4373×10−5
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Figure 6.5: Dynamic characterisation

to explore relationships among data which may be difficult to arrive at using

traditional methods [217]. These structures are preferred over RNNs, as due to

the recurrent nature of RNNs, the computation is slow. Figure 6.6 shows the

general structure of this model, as implemented in this case for estimating ID.

At each time step, the input vector v(t), which in this case includes the

normalised current and ramp rate values, is processed at the input layer. Each

instant v(t) is added with the bias vector 1b and multiplied by the input

Figure 6.6: General structure of the ANN
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weight matrix 1w. The internal state z(t), is obtained after the application of

the activation function fh(x) on the input as follows:

z(t) = fh[
1w(v(t) + 1b)]. (6.6)

The activation function, which in this case is a sigmoid function, is defined as:

fh(x) =
1

1 + e−x . (6.7)

The internal state z(t) is then summed with bias 2b, multiplied by the weights
2w, and the result passes through a linear activation function fo(x) as:

ID = fo[
2w(z(t) + 2b)], (6.8)

where ID is the estimated output.

In this work, the network’s weights are calculated using the feedforwardnet

command from the Deep Learning Toolbox by MATLAB [218]. The training

algorithm is the Levenberg-Marquadt algorithm [219], which is a non-linear

least squares optimisation algorithm incorporated into the backpropagation

algorithm for training neural networks. This algorithm is a combination of

the Gradient Descent and Gauss-Newton methods, and hence merges the

advantages of these methods [220]. The Levenberg-Marquadt algorithm aims

to optimise the weights according to the following objective function:

V(t) =
1
2
(ĨD(t)− ID(t))T(ĨD(t)− ID(t)), (6.9)

where ĨD represents the measured dynamic integral field component. As a

result, the weights are updated using the following equation:

iw(t + 1) = iw(t) + ζ

(
−∂V

∂t

)
, (6.10)

where ζ is a positive number expressing the learning rate of the weights. This

parameter controls the change in the weights for every iteration, so that the

model can be fine-tuned with small updates. This process is repeated for all the

training data. One iteration for updating the entire dataset is called an epoch.

Once the model is trained, it can be used to make predictions using a different

dataset. At this stage, only the final set of weights and new inputs are needed to
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provide future predictions.

The dataset is divided into three sets: a training set (70% of data), a validation

set (15% of data) and a testing set (15% of data). The training set is used to

update the network’s weights and biases. The validation subset is used to decide

when to stop training the model, whilst the testing set is used to select the

best model structure. The best model structure is found using a double-loop

approach shown in Figure 6.7. The training procedure consists of the following

steps:

1. The input signals are processed, and if necessary, the signals are

normalised.

2. The optimal number of nodes in the hidden layers, h is chosen by

performing a heuristic search [221] of values starting from configuration

hmin. In this case, one hidden layer is used, where ten different hidden

layer combinations are assessed with dh = 5, where the number of hidden

nodes range from 15 to 50.

3. In the innermost loop, each neural network is trained using the training

set over a certain number of epochs. The number of epochs is established

using a method called early stopping [222]. In this approach, the validation

dataset error is tracked throughout the training process. This error

normally decreases during the early training phase, as does the training set

error. However, when the network begins to overfit the data, the validation

error starts to increase. When the validation error rises for a certain number

of iterations, the training is halted, and the weights and biases at the

minimum of the validation error are returned.

4. The trained neural network is evaluated using the testing dataset, and the

mean squared error is calculated.

5. Every time a model is trained, different weight values are generated due

to varying initial weight and bias values. Consequently, different networks

trained using the same dataset can give varying outputs for the same

input. Each neural network structure is hence trained for several trials,

Ntrials.

6. Once the final hidden layer configuration hmax is trained for Ntrials, the best

performing structure on average is deduced, and the network with the best

test performance is chosen.
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Figure 6.7: Flowchart illustrating the model’s training and validation method

Following the training procedure of the ten different structures, the test

performances depicted in Figure 6.8 are noted. The ANN with h = 30 is hence
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selected for this dataset. This means that the model is composed of a total of

121 weights: 90 weights between the input and hidden layer and 31 weights

between the hidden and output layer. The details of the trained neural network

are provided in Table 6.2.

6.2.3.5 | Transient component, IT

Whilst the dynamic component accounts for eddy current effect in different

current and ramp rate conditions, this component fails to represent the eddy

current transient in static conditions, i.e., when the current is constant and the

ramp rate is zero. This behaviour is represented in the time domain, and is

derived from an equivalent model circuit of the magnet described in [41]:

IT = c9(1− c10 exp (−c11t0)− c12 exp (−c13t0)), (6.11)

where the coefficients c9 to c13 are identified as functions of the normalised prior

ramp rate İr/İ∗ and the normalised difference in current between the current

and previous plateau ∆I/I∗. Figure 6.9 shows the measured transient component

at 500 A/s and the different ∆I/I∗ values (0.14, 0.18, 0.36, 0.54, 0.72, 0.91 and

1). Measurements are limited to two seconds, as independent measurements

have shown that the eddy current transients decay fully by this duration.
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Figure 6.8: Performance of ten different neural network structures
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Figure 6.9: Measured and modelled transients at 500 A/s

Equation 6.11 is fitted to each measured signal, and the coefficient values are

stored with their respective İr/İ∗ and ∆I/I∗ labels.

An ANN is used to identify the coefficients based on the values of İr/İ∗ and ∆I/I∗.

After the measurement dataset is complete, measurements are interpolated

in order to increase the number of data points in the range required for the

application. The ANN in Figure 6.10 is implemented, which in this case is

composed of two input nodes, two hidden layers and five output nodes. The

same method in Section 6.2.3.4 was carried out to choose and train the ANN.

The performance of the ten different neural network structures was evaluated,

where a structure with h = [56, 28] was eventually selected. The complete list of

parameters of the ANN is recorded in Table 6.2.

6.2.3.6 | Performance indicator

The Normalised Root Mean Square Error (NRMSE) is used in this work to

express the error between the estimated output and measurements:

NRMSE =
1

max(Imeas)−min(Imeas)

√√√√ 1
N

N

∑
i=1

(Imeas,i − Imodel,i)2, (6.12)
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Figure 6.10: Neural network architecture used to identify the transient component
coefficients

where Imeas is the measured integral field value, and Imodel is the modelled

quantity. By normalising the error, the errors can be scaled to the range of the

measurement in a relative manner, hence allowing a suitable comparison across

various operating conditions and machines.

6.2.4 | Results

This section presents the experimental results, as well as the comparison of this

model with the model presented by Caspers et al. [178]. The proposed model in

this work is evaluated using the ELENA’s acceleration and deceleration cycle

data, resulting in a NRMSE of 1 unit. Figure 6.11 shows the residual distribution

of the model with respect to time and current. It can be noted that the error

is within a relative range of ±1 unit at all beam injection/extraction times.

The highest spiking error values are noted to be at the beginning of plateaus,

indicating that the model is not successfully approximating the transient

field behaviour at points where the plateau starts. However, the error drops

immediately and is at an acceptable level during beam injection/extraction

times, which is usually around two seconds after the start of the plateau.

As a comparison between the proposed model and the model by Caspers

et al. implemented at the PSB and AD [178], the latter model is fitted for the

ELENA resulting in a relative error of 10 units. This indicates that the proposed
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Table 6.2: ANN parameter list

Parameter Dynamic ANN Transient ANN

Model properties Activation function (hidden layers) sigmoid

Activation function (output layer) linear

number of hidden layers 1 2

number of hidden nodes, h 30 [56, 28]

training repetitions, Ntrials 10

Input Nodes 2

Output Nodes 1 5

Training set data 70% of data set

epochs ≤ 1000

algorithm Levenberg-Marquadt

learning rate 0.1

approximate computation time 15 mins 20 hrs

Validation set data 15% of data set

Testing set data 15% of data set

model performs significantly better than this model. Figure 6.12 shows the

excitation current and non-linear field relationship (integral field minus the

linear component), for the two ELENA commissioning cycles, as estimated by

the two field models. The figure illustrates the extensive non-linear capability

of the proposed model, where the model is able to represent the small fraction

of non-linearity in a fair manner. Deviations of the model’s estimate from the

measurement can be attributed to the fact that the model was not trained

to represent all ramp rate values, but slower ramp rates behaviours were

extrapolated based on the generalisation capabilities of the ANN.

6.2.5 | Discussion and limitations

The developed hysteresis modelling technique is proposed as a suitable

choice for magnetic field control systems, presenting an accurate modelling

performance. As opposed to currently employed strategies, this method

does not require any knowledge of the magnet specifications, except for a

measurement campaign at different peak current levels and ramp rates. In

real-time operation, the model requires relatively few input data and is not

computationally intensive as it only involves addition and multiplication terms.

The model also has the advantage that once it is trained over a range of operating

conditions, it does not have to be retrained if the changes fall within this range.
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Figure 6.11: Residual distribution of the fitted model, with respect to current and time.

This is particularly useful in machines which are undergoing commissioning

such as in the ELENA where small changes to the machine cycles are made on

a regular basis. Even if the model has to be retrained, the training procedure is

partly automatic and lasts a couple of hours at most, depending on the size of

the dataset.
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Figure 6.12: Actual and estimated non-linear ELENA field. The estimation using the
model by Caspers et al. [178] is also depicted.

6.3 | Preisach-RNN model

For the real-time operation of the ELENA B-train, a field model which is not

computationally expensive is crucial. This section describes an alternative

dynamic ferromagnetic hysteresis model, proposed for simulating the vertical

field in different magnetic materials used in manufacturing accelerator magnets.

As an example, ARMCO pure iron measurements are modelled, as the material

is an important part of the superconducting magnets designed for the High

Luminosity upgrade of the LHC. Understanding the dynamic behaviour of

this material is important in the design phase of these magnets, and hence an

accurate model is required, that can be assembled with a restricted amount of

data. The measurement data in this study was acquired by Mariano Pentella,

with the complete experimental details provided in [223].

6.3.1 | Method

The Preisach model is a popular method for modelling hysteresis behaviour.

However, the classical model is rate-independent, such that the hysteresis

output is unaffected by the input ramp rates. The use of neural networks is
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proposed to address this issue, by implementing the Preisach model using a

RNN. This model is proposed to accurately represent both major and minor

hysteresis loops, including saturation regions.

In general, the Preisach model is represented by a double integrator in

continuous form as shown in Equation 2.13. Applying a co-ordinate change,

r = (α − β)/2, v = (α + β), µ̂ = µ(v + r, v − r), it is demonstrated that

the boundary between the +1 and −1 regions in the Preisach half-plane with

coordinates r > 0, v ∈ R can be expressed by the function v = P[u](t), known

as the play operator [224]. This allows Equation 2.13 to be readjusted as:

z(t) =
∫ +∞

0
g(r, P[u(t)]) dr, (6.13)

which can be discretised to n play operators as follows:

z(t) =
n

∑
j=1

φiPi[u](t), (6.14)

where φi is the density function of the ith play operator, which needs to be

identified. The play operator is illustrated in Figure 2.10(b) and described in

Equation 6.15:

Pi[u](t) = max(u(t)− ri, min(u(t) + ri, Pi[u](t− 1))), (6.15)

Pi[0] = max(u(0)− ri, min(u(0) + ri, z0)), (6.16)

where z0 is the play operator’s initial condition and ri expresses the memory

depth as follows:

ri =
i− 1

n
[max(u(t))−min(u(t))], (6.17)

where i = 1, 2, 3, ...n.

In this study, a RNN is used as a replacement for the density function φi of the

discrete Preisach model in Equation 6.14, as these structures are recognised for

their ability to model any non-linear dynamic system, up to a given degree of

accuracy [225]. RNNs are different from feedforward networks as they contain

a feedback loop connected to a past node, such that the nodes ingest their own

outputs instant after instant as input. This indicates that such networks are a

good option to model dynamic behaviours.
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In principal, the composition of a RNN is shown in Figure 6.13. Whilst the

input and output layers consist of feedforward connections, the hidden layer

is composed of recurrent ones. The input vector v(t) is processed at the input

layer at each instant. Subsequently v(t) is summed with the bias vector 1b

and multiplied by the input weight vector 1w. Similarly, the internal state y(t),

delayed by a number of time steps d, is multiplied by the gain parameter hw and

summed with the input state as follows:

y(t) = fh[
1w(v(t) + 1b) + hw(y(t− d))], (6.18)

where fh(x) is the activation function, which is a hyperbolic tangent function in

this work, defined as:

fh(x) =
2

1 + e−2x − 1. (6.19)

The internal state y(t) is then added with bias 2b, multiplied by the weight 2w,

and the result is passed through a linear activation function fo(x) as follows:

z(t) = fo[
2w(z(t) + 2b)], (6.20)

where z(t) is the predicted output at time t.

Figure 6.13: Schematic representation of the proposed Preisach-RNN model.

The network’s weights are acquired using the the layrecnet command from the

Deep Learning Toolbox [218] by MATLAB. The Levenberg-Marquadt algorithm

is implemented to train the network, as described in Section 6.2.3.4. The inputs

include the magnetic field H(t), its derivative Ḣ(t) and a pre-determined

amount of play operators Pi[H](t) (chosen according to the complexity of the

data). All input and output data is normalised to the range [−1, 1] and the
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operators are calculated based on the normalised magnetic field signal.

The training, validation and testing dataset consists of three minor loops and

three major loops that ramp at 1025, 1554 and 6135 Am−1s−1, as shown in

Figure 6.14. This data is divided into three subsets (training, validation and

testing) in an interleaved manner, similar to the case in Section 6.2.3.4. When the

neural network is trained, and the best model structure is picked, an evaluation

signal is used to establish the performance of the model. The evaluation dataset

comprises of three major loops that ramp at 3067 Am−1s−1 and one minor loop

that ramps at several random ramp-rates between 1000 and 6200 Am−1s−1, as

depicted in Figure 6.15. The model validation process is identical to the one

followed in Section 6.2.3.4 and Figure 6.7. The parameters pertaining to the

RNN are listed in Table 6.3. The metric used as the performance indicator is the

NRMSE, defined in Section 6.2.3.6.
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Figure 6.14: The magnetic field signal and its derivative that form the training,
validation and testing datasets.
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Figure 6.15: The magnetic field signal and its derivative applied for the model’s
evaluation.
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Table 6.3: Recurrent neural network parameters list

Parameter Value

Model properties Activation function (hidden layer) hyperbolic tangent

Activation function (output layer) linear

Delay, d 2

Hidden nodes search range, hmin : dh : hmax 4:1:13

Number of hidden nodes, h 12

Training repetitions, N 10

Input Number of play operators 6

Training set Data 70% of data set

Epochs ≤ 1000

Algorithm Levenberg-Marquadt

6.3.2 | Results

Once the best performing model is trained and tested, it is used for predicting

the evaluation dataset in Figure 6.15. The initial few predicted samples in the

dataset are ignored to remove the opening transient phase. Considering the

major loop, a NRMSE of 0.58% results when predicting a hysteresis loop with

an unseen ramp rate not used in the training procedure. Figure 6.16 depicts

the major loop data used for training and evaluating the model, along with

the predicted data. In the case of the minor loop dataset, a NRMSE of 0.66% is

derived with varying random ramp rates, including ramp rates not used for

training the model. Figure 6.17 shows the predicted magnetic flux density with

respect to time.

The effect of including Preisach operators as inputs to the model is evaluated

by repeating the model’s training and validation process without the Pj inputs.

Putting the two models head-to-head, the addition of the Preisach operators

is observed to boost performance by 19% for major hysteresis loops, and 44%

for minor hysteresis loops. One must keep in mind that a model without

Preisach operators is computationally less expensive, as the optimised structure

contains 241 weights as opposed to 409 weights in the original model. Finally, a

compromise has to be effected between speed and accuracy depending on the

model’s application.

A univariate sensitivity analysis is also performed to understand how robust

the model is as the input variables change over a specific range [226]. This
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Figure 6.16: Major loop predictions and training data.
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Figure 6.17: Minor loop predictions at random ramp-rates.

exercise indicates which model input parameters notably affect the predicted

output, especially due to the fact that the signal, Ḣ(t) is noisy. An ANN that

picks up minor noise throughout the training process can overfit the noise

as if it were the signal, resulting in poor accuracy during validation [227]. In

the sensitivity analysis, one input variable is fed a varying signal whereas the

remaining inputs are kept constant. Simultaneously, the deviation in the output

signal is noted. This procedure is repeated for all the model inputs.
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Figure 6.18: The outcome of the sensitivity analysis for each individual input.

In this work, after the model is trained, the input vector is set to 0. Then, for

one of the eight variables, a value is selected in the range between [-1,1]. This

is carried out for 10,000 time instants for each input variable. The standard

deviation σj(zs) for each variable j is calculated. Figure 6.18 shows a bar

chart these results. It can be observed that the output varies much more for

operator input variables, hence the model is more sensitive to variations in these

parameters. Results also indicate that the output is not significantly sensitive

to the noise from the field derivative signal, indicating an aptly trained neural

network.

6.4 | Summary

This chapter presented two hysteresis models for two different applications.

A model is proposed that predicts the dipole integral magnetic field in

low-field synchrotrons based on the excitation current and related parameters

related to the magnets’ operation. The model decomposes the integral field

into five main contributions: the linear, residual, hysteresis, dynamic and

transient components. Polynomial equations and ANNs are used to describe

the hysteresis curves at different dynamic conditions. The model is constructed

using measurements from the ELENA spare magnet, and the neural networks

are trained using a novel double-loop approach. Results indicate that the model
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can predict the ELENA acceleration and deceleration cycles within a relative

error of 1 unit. The proposed model has potential to be used in similar high

accuracy situations, where the operating conditions are predictable and do not

change very frequently.

A Preisach-RNN model is also presented, which represents the dynamic

behaviour of ferromagnetic materials and does not require prior knowledge

of the material and its microstructural behaviour. A detailed training and

validation method is proposed for the neural network to optimise the weight

parameters. A model that can predict both major and minor loop dynamic

ferromagnetic hysteresis behaviour is demonstrated, which allows researchers

to estimate the dynamic effects of the material having only six different

examples at three frequencies.
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Chapter 7

Conclusions

7.1 | Summary of achieved aims

The precise knowledge of the dipole magnetic field is crucial to successfully

maintain a radially centred beam of particles within synchrotrons. The ELENA

ring, a new synchrotron being commissioned in CERN’s Antimatter Factory,

is one such example. This machine decelerates antiprotons from the AD and

extracts the particles to six different antimatter experiments.

As the magnetic field and electric field provided by the RF cavity need to be

synchronised so that the radius of the beam remains constant, two methods

can be employed to estimate the magnetic field. The first is a magnetic field

model, obtained from simulations or previous magnetic field measurements,

which due to hysteresis effects can be difficult to formulate. The second method

is the use of real-time magnetic measurement systems called B-trains, that

are employed to estimate the magnetic field in the ring’s dipole magnets.

These systems consist of a reference magnet connected in series with the

ring magnets, equipped with magnetic field sensors, as well as an electronic

acquisition chain which treats and transmits the measured signals. At CERN,

a B-train consolidation project is ongoing, presenting a new and improved

facility referred to as FIRESTORM. The proposed measurement system includes
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modernised electronics and sensors, with an emphasis on uniformity across all

machines to improve maintainability. Following several years of developing the

electronics and software components of the FIRESTORM system, the ELENA

ring is one of the first machines to deploy it as the magnetic field measurement

systems, and the first to completely rely on it.

Since the ELENA ring is a particularly different synchrotron from the machines

that form part of CERN’s LHC injector chain, the B-train system needs to be

characterised considering the decelerator’s operating conditions, ensuring the

correct operation of the sensors and the electronic acquisition chain in this

environment. As a result, a measurement model is developed which predicts

the average bending magnetic field of the synchrotron, based on the real-time

magnetic field measurement using sensors placed within the reference magnet.

As measurements of each individual ring magnet and reference magnet are

available from the magnets’ acceptance campaign, it was possible to upgrade

the B-train’s measurement model to consider differences in these magnets.

Other improvements are the inclusion of errors introduced by offsets in the coil

placement and a novel in-situ identification procedure for field marker sensors

that allows the reliable use of an induction coil to acquire precise absolute

measurements, that are repeatable so that they can be adapted to new machine

cycles.

This study has developed and applied the upgraded measurement model to the

ELENA ring, based on the magnet, sensors and electronic chain characterisation

measurements. The measurement accuracy has proven adequate for operation

during the first beam commissioning tests. This successful result is a first

in the decade-spanning history of B-train systems at CERN. In addition,

an uncertainty estimation procedure was carried out to obtain a detailed

quantitative estimate of the measurement uncertainty. Delivering the absolute

field value, accompanied by a formally derived uncertainty, presents a

significant shift of perspective as operators are provided with a clear indicator

on whether to first explore the magnetic field, or other subsystems, whenever

beam instabilities or other issues come up. In the case of the ELENA, the

measurement uncertainty is noted to be dominated by the errors introduced by

the difference between the ring and reference magnets, as well as the position

of the coil. These factors, however, are expected in this case and are very

specific to the ELENA, so a considerably better performance is anticipated for
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other systems currently being commissioned. In cases where the uncertainty

estimation does not match up to the desired target accuracy, the measurement

setup has to be accompanied by a beam calibration method to check and ensure

that the accuracy target is met.

Following the identification and characterisation of the B-train system, the

performance of the system was evaluated through three main tests: field marker

characterisation, a reliability run and a beam calibration procedure. The field

marker characterisation tests were performed to test the suitability of using

NMR sensors as field markers for the ELENA B-train. The precision of the

NMR sensor at the ELENA operating field levels and different ramp rates was

measured, so that appropriate ramp rate values could be suggested for the

machine operating cycle. In the end, the precision at a field level of 45 mT

is noted to be better than 2 units (×10−4), whilst at 340 mT it is better than

0.09 units. The delay in the trigger signal generation was also calculated, and

noticed to be 0.7 units in the worst case at low field, high ramp rate conditions.

The novel in-situ field marker calibration method accounts for this error, so

there is no need to compensate for this systematic offset. Better precision

results were noted at lower ramp rates and hence were suggested for the final

commissioning cycles.

The second performance evaluation method for the B-train was a reliability

run, carried out to validate the performance of sensors, electronics, controls and

transmission of the instrument on a statistical basis. The random error sources

of the measurement were identified under typical operating conditions: the

measurement’s drift, noise, and marker repeatability. The high spread of the

field at the deceleration cycle’s extraction point was noted, signalling the need

for an additional mechanism to ’freeze’ the field measurement during long

plateaus. Overall, the performance of the instrument was found to be acceptable

within the desired reproducibility level expected for machine operation.

The systematic offset in the measurement was noted during the third

performance evaluation method. A model to estimate the systematic error

based on the radial frequency component was proposed in this work. Using the

beam’s radial position offset, a field error was translated by fitting a first-order

polynomial at different field levels where the RF system is on. In the end, a

calibration was performed, where the systematic error was reduced by two

139



Chapter 7. Conclusions 7.1. Summary of achieved aims

orders of magnitude, to less than ±1 µT.

As the uncertainty estimation procedure identified the field marker

measurement as one of the contributors to the combined uncertainty,

measurements were carried out to investigate the behaviour of the magnetic

length parameter in different positions within the gap of the magnet. Since

this parameter is assumed to be constant in all B-trains at CERN, minimal

variations of this parameter in different conditions are desired for optimal

measurement stability. When measuring the magnetic length of the spare

ELENA magnet using the fixed coil and Hall probes, a position was found close

to the pole edge, where the magnetic length converges. As the Hall probe was

raised vertically, the optimal position was noted to remain constant, whilst the

variation of the magnetic length increased proportionally. Moving the sensors

in a horizontal manner out of the gap of the magnet, the optimal position

shifted proportionally towards the magnet centre, whilst the magnetic length

variation remained constant. This is particularly useful information in B-train

systems where the field marker sensors are installed within the ring magnets,

as no reference magnet is available. In such cases, due to equipment placed in

these magnets, field marker placement options are limited to locations out of

the central beam path.

In addition, two measurements were carried out to evaluate the feasibility of

displacing the field markers in the ELENA B-train to the optimal position. The

first test determined the response of magnetic resonance sensors within the

magnet gap, confirming operability at the proposed position. In the second test,

the proposed setup was installed in the magnet along with the original setup,

and the dynamic operation conditions where the proposed setup performs

better were determined. Considering the operating conditions during the

commissioning period of the ELENA ring, it was concluded that whilst there

is no advantage in shifting the low-field marker to the optimal position,

shifting the high-field marker presents a relative improvement of 45% in the

measurement’s repeatability when the two cycles are implemented.

Besides having the ability to transmit the measured magnetic field to the user,

the new FIRESTORM system offers the capability of distributing the estimated

field based on a model. This is particularly useful for occasions where the

power converter is not available, or when an issue arises with the measurement.
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A model which can replicate the field within an accuracy level of 2 units is

required for precise field control. In Chapter 7, a magnetic field model was

proposed based on the decomposition of the integral field in five main terms. A

measurement campaign was carried out using the ELENA spare dipole magnet

to build a dataset of the integral field at different peak currents and ramp rates.

Polynomial equations and ANNs were chosen as the identification methods for

the components. A double-loop approach was considered to train the neural

networks to an acceptable degree. An important experimental outcome was

obtained when the model was tested using the two ELENA cycles. An overall

accuracy of 1 unit was noted, which is an improvement over the models used

at the PSB and AD at CERN. Furthermore, a Preisach-RNN was proposed for

modelling dynamic ferromagnetic hysteresis in accelerator magnets for material

science applications. A model which can predict both major and minor loop

behaviour was demonstrated.

The next section will now summarise the main contributions of this work to the

development of the research field.

7.2 | Personal contributions

This thesis has presented a characterisation procedure, performance evaluation

and optimisation of B-train systems at very low fields. A magnetic field model

has also been proposed, which can operate in parallel with the real-time

measurement. The main contributions of the author towards the research field

are listed below:

– A critical review of existing real-time magnetic measurement systems in

different synchrotrons as well as an overview of a selection of hysteresis

modelling techniques, including the current state-of-the-art models in

synchrotrons.

– Development of an absolute measurement model for B-train systems with

an associated uncertainty estimation, implemented for the ELENA ring.

This includes characterisation procedures for each parameter, including a

novel field marker calibration method based on an in-situ measurement.

– Development of metrological evaluation methods for B-train systems

including magnet, sensor, and electronic chain characterisation tests. A

calibration procedure based on beam measurements was also presented.
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– Investigating the magnetic length parameter based on measurements

performed in different positions along the magnet gap. An optimal

position is proposed closer to the magnet edge, where the variation

of the magnetic length is minimal and can offer several advantages to

synchrotron magnetic field measurement systems. A feasibility analysis of

moving field marker sensors in the ELENA was carried out.

– Development of two new hysteresis modelling techniques, one of which

can be implemented as part of B-train systems, meeting the accuracy and

practical requirements, whilst the second model is able to model major and

minor dynamic hysteresis loops.

7.3 | Future Work

Commissioning of the ELENA ring resumes in the second half of 2020, where

the testing of equipment such as the electron cooler will continue. Beam

extraction to five antimatter experiments is also expected to take place for the

first time after the installation of dedicated transfer lines in the first half of

2021. A possible upgrade to the measurement model is the inclusion of the

background field as a term in the model. Such a task requires measurement of

the background field using a fluxgate close to the ring magnets, as well as in the

location of the reference magnet. This would be important to notice and account

for any cross-talk between the ring magnets, which is not being picked up by

the reference magnet.

On the other hand, to avoid the large uncertainty contribution of α, a different

value corresponding to each critical condition can be applied by implementing

a software facility which updates the parameter in real-time. This would result

in a significant decrease in the measurement combined uncertainty. Other future

work on the measurement model involves the integration of this model in other

synchrotrons at CERN, starting from the PS and PSB as they are expected to

restart operation in the first half of 2021.

With regards to the performance of the instrument, possible improvements

include a field marker for correcting the drift on long plateaus, which ’freezes’

the magnetic field value at these points, as well as the direct use of the

measured radial beam position in a feedback loop to calibrate the magnetic

field measurement in real-time. In terms of the mathematical modelling of
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the magnetic length parameter, further work can be done to model it as a

function of excitation current and other parameters. The criterion for optimising

the position of field marker sensors can be improved by including weights

to different operation conditions such as current, ramp rate and previous

excitation history.

This study has explored one option for a reliable and computationally

inexpensive magnetic field model for the prediction facility of B-train systems.

The research initiative at CERN for developing a magnetic field model for

synchrotrons is at its initial stages and this model serves as an appropriate

base for future improvements and implementations. Other options which can be

explored are different types of neural networks that exhibit temporal dynamic

behaviour, such as the NARX model.

143



Appendix A

Performance Comparison of NMR

and FMR sensors

This section discusses a comparative analysis performed to investigate the

relative dynamic performances of NMR and FMR sensors when operating at the

low field levels and ramp rates experienced in low-energy synchrotrons such

as the ELENA ring. Whilst FMR sensors are not planned to be used as part of

the ELENA B-train sensor setup, a comparative study is carried out to evaluate

the potential of using these sensors alongside, or replacing the standard NMR

sensors.

The measurement is executed using the ELENA reference dipole magnet,

Metrolab PT2025 teslameter [48] and a National Instruments data acquisition

unit NI-USB 6366 [213], with a 1 MHz acquisition rate. Metrolab’s NMR Probe 1

(field range of 43 mT to 130 mT) is used for the low field measurements while

Probe 3 (field range of 170 mT to 520 mT) is used at the high field mark. The

FMR sensor used is a band-pass YIG filter, where the resonating sample is a

Gallium-doped YIG sphere of 0.36 mm diameter, with a gyromagnetic ratio

γ/2π = 28.02495 GHz/T [54]. The probes are installed in the middle of the

magnet gap, and measurements are acquired from both probes simultaneously.
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Figure A.1: Reference magnet and electronic experimental setup to compare the
precision of two magnetic resonance field markers for the ELENA B-train.

A separate peak detection card is used for each magnetic resonance signal to

produce a trigger signal at the minimum peak. The complete experimental

setup is illustrated in Figure A.1.

The measurement investigates the performance of these two sensors at five field

levels ranging from 43 mT to 200 mT and ramp rates varying from 53 mT/s to

750 mT/s. The cycles applied to the magnet by the ELENA power converters

are shown in Figure A.2. Each cycle is applied repeatedly and 100 signals

for the each of the 14 different field (B) and ramp rate (Ḃ) parameters are

acquired. Figure A.3 shows an example of the signals acquired at 200 mT and

368 mT/s. The repeatability of one sigma of the trigger signal generation (σ(tk))

is calculated by finding the trigger time’s standard deviation. Comparing several

subsequent cycles assumes that the magnetic history is repeatable as a function

of time, and so pre-cycles are ignored in the calculation of this parameter. The

equivalent value in Tesla, σm is calculated as defined in Section 4.2.1.3, and the

reproducibility (σ̄m) is found by averaging σm to compare the performance of the

two magnetic resonance sensors across three different (B, Ḃ) groups. The delay

between the generation of the NMR and FMR trigger signals (∆tNMR−FMR) is

also noted, in order to characterise the effect of the NMR probe’s inbuilt filter in

different (B, Ḃ) scenarios.

The results obtained are listed in Table A.1. The reproducibility is noted

to improve at higher field levels and at the lowest ramp rates. The largest

difference between the field reproducibility is noted at the lowest field levels.
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Figure A.2: Cycles applied and corresponding field levels (shown as dotted lines).

This is attributed to the FMR resonant signal’s wider shape at lower fields,

which leads to imprecise peak detections. To confirm or reject the differences

between the two sensors, an independent t-test is carried out, which finds no

statistically significant difference between the reproducibility of the two sensors

at a level of marginal significance less than 0.05.

In conclusion, under the tested conditions, no sensor is found to outperform

the other on a statistical basis. As a result, in the case of the ELENA B-train the

choice is hence informed considering the cost and practicality of the sensors.

Whilst the commercial NMR instrument is relatively expensive, it can also be

used in other DC field measurement applications. With some modifications, the

probe can also be adapted to work in stand-alone mode, removing the need

for the teslameter unit, which reduces the cost significantly. On the contrary,

FMR sensors are developed at CERN and are still undergoing considerable

research. An advantage of using FMR sensors is the fact that they operate in the

multi-GHz range, resulting in improved noise immunity and cleaner signals

as shown in Figure A.3. As the NMR field marker demonstrates slightly better

repeatability results across all target field levels and ramp rates, it is chosen as

the field marker sensor for the operation of the ELENA ring.
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Figure A.3: Generated NMR and FMR signals at 200 mT and 368 mT/s, along with the
corresponding trigger signals .

Table A.1: Measured trigger signal repeatability for NMR and FMR sensors

B (mT) Ḃ (mT/s)
σ(tk) [µs] σm [µT] σ̄m [µT]

∆tNMR−FMR (ms)
NMR FMR NMR FMR NMR FMR

43.0
53.3 42.0 63.3 2.2 3.4

4.7 ± 2.6 11.3 ± 8.5

0.62

93.5 37.4 54.1 3.5 5.1 0.72

45.0
53.3 57.8 205 3.1 10.9 1.00

93.5 65.9 129 6.2 12.1 0.30

102 83.0 246 8.4 25.0 1.09

70.0
368 8.3 6.3 3.1 2.3

3.7 ± 1.0 2.8 ± 0.4

0.05

498 6.8 4.7 3.4 2.3 0.01

748 7.5 3.7 5.6 2.8 0.10

100
368 8.0 7.8 3.0 2.9 0.24

498 6.3 6.2 3.1 3.1 0.28

748 5.5 4.2 4.1 3.2

3.3 ± 0.9 2.8 ± 0.3

0.23

200
368 6.8 8.7 2.5 3.2 1.52

498 6.1 5.2 3.0 2.6 2.03

748 5.6 3.6 4.2 2.7 1.05

147



References

[1] Institute of Physics, “Particle physics – it matters,” Tech. Rep., 2009. [Online].

Available: http://www.iop.org/publications/iop/2009/page_38211.html

[2] M. Benedikt, P. Collier, V. Mertens, J. Poole, and K. Schindl, LHC Design

Report, ser. CERN Yellow Reports: Monographs. Geneva: CERN, 2004. [Online].

Available: http://cds.cern.ch/record/823808

[3] M. Dosanjh, A. Aggarwal, D. Pistenmaa, E. Amakwaa-Frempong,

D. Angal-Kalinin, S. Boogert et al., “Developing innovative, robust and

affordable medical linear accelerators for challenging environments,” Clinical

Oncology, 02/2019 2019. [Online]. Available: https://www.sciencedirect.com/

science/article/abs/pii/S093665551930055X?via=ihub

[4] E. Cooper, “Accelerators: power cutting-edge research,” IOP, 2014. [Online].

Available: https://www.iop.org/publications/iop/2014/file_64291.pdf

[5] U. Amaldi, “The importance of particle accelerators,” Europhysics News, vol. 31,

no. 6, pp. 5–9, nov 2000. [Online]. Available: http://www.europhysicsnews.org/

10.1051/epn:2000601

[6] H. Wiedemann, “Particle Dynamics in Electromagnetic Fields,” in Particle

Accelerator Physics. Springer Berlin Heidelberg, 2007.

[7] S. Baird, “Accelerators for pedestrians,” CERN, Geneva, Tech. Rep.

PS-OP-Note-95-17-Rev-1, feb 1997. [Online]. Available: http://cds.cern.ch/

record/1044785

[8] B. Holzer, “Beam Dynamics in Synchrotrons,” CERN Yellow Report

CERN-2017-004-SP, pp. 253–284. 32 p, Apr 2018. [Online]. Available:

http://arxiv.org/abs/1804.08873

[9] M. Lamont, J. Wenninger, R. Steinhagen, R. Tomás García, R. Garoby, R. W.

Assmann, O. Brüning, M. Hostettler, and H. Damerau, Accelerator Operations.

Cham: Springer International Publishing, 2020, pp. 519–583. [Online]. Available:

https://doi.org/10.1007/978-3-030-34245-6_9

148

http://www.iop.org/publications/iop/2009/page_38211.html
http://cds.cern.ch/record/823808
https://www.sciencedirect.com/science/article/abs/pii/S093665551930055X?via=ihub
https://www.sciencedirect.com/science/article/abs/pii/S093665551930055X?via=ihub
https://www.iop.org/publications/iop/2014/file_64291.pdf
http://www.europhysicsnews.org/10.1051/epn:2000601
http://www.europhysicsnews.org/10.1051/epn:2000601
http://cds.cern.ch/record/1044785
http://cds.cern.ch/record/1044785
http://arxiv.org/abs/1804.08873
https://doi.org/10.1007/978-3-030-34245-6_9


References

[10] C. Wyss, LEP design report, v.3: LEP2. Geneva: CERN, 1996, vol. 1-2 publ. in

1983-84. [Online]. Available: http://cds.cern.ch/record/314187

[11] N. J. Sammut, L. Bottura, and J. Micallef, “The LHC magnetic field model,” Conf.

Proc., vol. C0505161, p. 2648, 2005.

[12] P. Baudrenghien, “Low-level RF: Part I: Longitudinal dynamics and beam-based

loops in synchrotrons,” in CAS 2010 - CERN Accelerator School: RF for

Accelerators, Proceedings, Jan 2011, pp. 341–367. [Online]. Available: http:

//arxiv.org/abs/1201.2597

[13] J. Griggs, “Entering the world’s premier antimatter factory,”

Mar 2012. [Online]. Available: https://www.newscientist.com/article/

mg21328584-000-entering-the-worlds-premier-antimatter-factory/

[14] M. Gersabeck, “Why Is There More Matter Than Antimatter?”

2019. [Online]. Available: https://www.scientificamerican.com/article/

why-is-there-more-matter-than-antimatter/

[15] S. Pascoli and J. Turner, “Matter–antimatter symmetry violated,” Nature, vol. 580,

no. 7803, pp. 323–324, apr 2020. [Online]. Available: https://www.nature.com/

articles/d41586-020-01000-9

[16] S. A. Baird, D. Berlin, J. Boillot, J. Bosser, M. Brouet, J. Buttkus et al., “Design study

of the antiproton decelerator: AD,” CERN, Tech. Rep. CERN-PS-96-043-AR, Nov

1996. [Online]. Available: http://cds.cern.ch/record/317704

[17] V. Chohan, C. Alanzeau, M. E. Angoletta, J. Baillie, D. Barna, W. Bartmann et al.,

Extra Low ENergy Antiproton (ELENA) ring and its Transfer Lines: Design Report, ser.

CERN Yellow Reports: Monographs. Geneva: CERN, 2014. [Online]. Available:

https://cds.cern.ch/record/1694484

[18] C. L. Cesar, G. B. Andresen, W. Bertsche, P. D. Bowe, C. C. Bray, E. Butler et al.,

“Antihydrogen Physics at ALPHA/CERN,” in Canadian Journal of Physics, 2009.

[19] C. Malbrunot, C. Amsler, S. A. Cuendis, H. Breuker, P. Dupre, M. Fleck et al.,

“The ASACUSA antihydrogen and hydrogen program: Results and prospects,”

in Philosophical Transactions of the Royal Society A: Mathematical, Physical and

Engineering Sciences, 2018.

[20] C. Smorra, K. Blaum, L. Bojtar, M. Borchert, K. A. Franke, T. Higuchi et al., “BASE

– The Baryon Antibaryon Symmetry Experiment,” 2015.
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