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ABSTRACT Many modern computer vision systems include several modules that perform different
processing operations packaged as a single pipeline architecture. This generally introduces a challenge in
the evaluation process since most datasets provide evaluation data for just one of the operations. In this
paper, we present an RGB-D dataset that was designed from first principles to cater for applications that
involve salient object detection, segmentation, inpainting and blending techniques. This addresses a gap in
the evaluation of image inpainting and blending applications that generally rely on subjective evaluation due
to the lack of availability of comparative data. A set of experiments were carried out to demonstrate how the
COTS dataset can be used to evaluate these different applications. This dataset includes a variety of scenes,
where each scene is captured multiple times, each time adding a new object to the previous scene. This
allows for a comparative analysis at pixel level in image inpainting and blending applications. Moreover, all
objects were manually labeled in order to offer the possibility of salient object detection even in scenes that
contain multiple objects. An online test with 1267 participants was also carried out, and this dataset also
includes the click coordinates of users’ selection for every image, introducing a user interaction dimension
in the same RGB-D dataset. This dataset was also validated using state of the art techniques, obtaining an
Fβ of 0.957 in salient object detection and a mean (Intersection over Union) IoU of 0.942 in Segmentation.
Results demonstrate that the COTS dataset introduces novel possibilities for the evaluation of computer
vision applications.

INDEX TERMS Dataset, RGB-D, salient object detection, inpainting, blending, segmentation.

I. INTRODUCTION
Modern computer vision applications are composed of a
number of pipelined modules, each carrying out specific
functions. These include image salient object detection, seg-
mentation, inpainting and blending. The evaluation of each
individual module has its own characteristics and require-
ments. A variety of datasets are available for the specific
evaluation of dedicated modules carrying out the operations
mentioned above. However, a single dataset that enables the
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evaluation of a pipelined solution is not easily found and to
the knowledge of the authors, it does not exist.

This paper presents the COTS (CommonObjects of a Trav-
eling Scientist) Dataset, a travel-themed dataset containing
120 different instances organized in a selection of scenes as
explained in Section III. The selected objects were configured
in different scenes specifically designed to be useful in a
variety of computer vision applications. These scenes are
organized into two categories. The first category contains
single objects, shot with a green background. The second
category, contains different instances of specific scenes with
multiple objects. Every instance contains an object that was
not present in the previous scene. The 8-bit depth map of the
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TABLE 1. The number of categories in every RGB-D dataset being
considered and their respective number of frames or individual images.

scene and ground truth binary image of every object for every
scene in both categories is also available in the COTS dataset.

The first category of scenes serves to evaluate algorithms
that measure object saliency since it includes color images
and the object ground truth, similar to common datasets used
in literature, such as the MSRA10K [1]. However, the COTS
dataset differs as it also provides the depth map for every
object. This extra information opens the possibility for the
exploration of a relationship between object saliency and its
depth. Furthermore, this also provides sufficient data for the
evaluation of object detection and extraction algorithms.

The second category of scenes is specifically designed to
address the gap in the evaluation of inpainting applications.
Inpainting or object removal applications are normally eval-
uated using a mean opinion score (MOS) methodology [2].
While this approach serves its purpose and has its relevance
from an image quality perspective, it lacks the objective
rigour that is sometimes expected out of comparative results.
This dataset allows for the evaluation of such techniques by
also providing an actual instance of the scene without the
inpainted object. The sequential nature of the dataset also
allows for the evaluation of blending techniques where a new
object is introduced to the scene.

The COTS dataset includes different novel aspects. It is
a multipurpose RGB-D dataset that is designed for different
computer vision applications. The structured and incremen-
tal approach in which scenes are built provides groundtruth
within the dataset itself for applications such as inpainting
and blending that traditionally lacked this type of dataset for
their evaluation. Moreover, this dataset was constructed in a
structured and controlled environment that is documented in
detail in this paper.

An overview of existing RGB-D datasets that showcases
how they are used to evaluate segmentation, inpainting,
blending and salient object detection techniques is presented
in the next section. The methodology behind the construction
of this dataset is presented in detail in Section III. Due to the
importance of user interaction data, a section is dedicated to
the online test and its methodology. Section V of this paper
presents a set of experiments that demonstrate how the COTS
dataset can be used to evaluate a selection of techniques
ranging from saliency detection to image manipulation tech-
niques. A conclusion follows in Section VI.

FIGURE 1. A sample from the comparable RGB-D datasets as
reviewed by [3].

II. BACKGROUND
The importance of accompanying images with the respective
depth information is on the rise. This is mainly due to the
increase in the availability of camera technology that allows
for such image acquisition. Throughout the years, a substan-
tial number of RGB-D datasets were created. Firman [3]
recently analyzed and surveyed these datasets, aggregating
them into different applications. The uses for RGB-D data
range across different applications, from saliency detection
to object detection and classification. Another variation is
the scale and nature of the environment being captured in
the dataset. Some datasets, such as the COTS, are designed
to focus on small objects while other datasets are developed
to capture larger scenes such as a room or, more so, outdoor
environments or in the wild [3]. This section focuses on RGB-
D datasets that center on small objects since these are solely
the ones comparable to the dataset being introduced in this
paper. Moreover, datasets that have been traditionally used
to benchmark saliency detection techniques will be analyzed
due to the specialized application of this dataset. This paper
explores the following list of RGB-D datasets:

OBJS : RGB-D Object Dataset [4]
BBIR : Bigbird Dataset [5]
SCAN : A large dataset for object scans [6]
OSEG: Object Segmentation Dataset [7]
GLHY: Global Hypothesis for Verification for 3D Object

Recognition [8]
SSEG : RGB-D Semantic Segmentation Dataset [9]

A variety of different technologies can be used to capture
RGB-D datasets. Before its discontinuation in October 2017,
the Microsoft Kinect served as a popular tool to gener-
ate an extensive number of datasets [3]. Since its termi-
nation, the need for alternative devices for future RGB-D
datasets ensued. In this context, we use the Intel RealSense
D435Depth Camera1 to develop this dataset. In other datasets
that focused on a more holistic 3D reconstruction of the

1The full documentation of the Intel RealSense Camera can be found on:
https://realsense.intel.com
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TABLE 2. A summary of the different information and data sources available within each dataset. This includes the availability of object masks, setup
information, semantic segmentation data and point-clouds. This table also lists which datasets were shot within controlled lighting conditions.

objects being captured, a DSLR camera in conjunction with a
PrimeSense Carmine was used to generate a point-cloud for
the objects [4], [6].

The RGBD Object Dataset (OBJS) [4] was constructed in
an indoor environment. It is claimed that this dataset was
constructed in a controlled environment, however, the detail
in the paper related to the setup is limited. This dataset
consists of single objects and the RGB-D image of the room
in which the objects were placed was captured. Subsequently,
using a mask, the color and depth information of the objects
of interest were extracted. In this approach, attributes such
as shadows and lighting across the dataset might not be
preserved causing variations and inconsistencies. This was
taken into consideration during the construction of the COTS
dataset and defined as a main objective. The detailed process
can be found in Section III.

The Bigbird Dataset (BBIR) [5] was developed following
a very strict and structured process. This process requires
that the objects are placed onto a turntable including also a
calibration check-board. Three pairs of DSLR cameras with
a corresponding Carmine 1.09 sensor were placed in front of
the turntable. By utilizing such approach, 600 RGB-D frames
were captured [5]. The Carmine sensor was also used in the
Large Dataset of Object Scans [6]. The priority of the authors
was the construction of a dataset based upon a large number
of images. This was facilitated by outsourcing the acquisition
process to non-professionals. For each object, video footage
was obtained, and the corresponding point cloud was con-
structed. Consequently, the image attributes and setup across
the dataset were not preserved consistently.

Other datasets [8], [9], [7] use the Kinect v1 to capture a
selection of small objects that were placed on a table. The
setup of these datasets follows the same line of thought of
the dataset being presented in this paper. However, in these,
the setup used to capture the data was not documented,
and the lighting conditions in some cases might vary. This
renders the quality of the dataset suitable for some tasks such
as segmentation; however, the light inconsistencies make the
evaluation of image manipulation methods difficult.

A similarity across all the datasets evaluated is that these
have a single individual instance of static scenes. Differ-
ently, COTS was designed to incrementally include objects in

a scenewhile leaving the previous objects in the original place
and the lighting conditions static. This is explained in more
detail through Figure 12.

A. SALIENCY DETECTION DATASETS
Saliency detection focuses on the detection of regions within
an image that stand out more than others [10], [11]. Saliency
detection can be achieved through various approaches
and these vary from the original technique proposed by
Itti et al. [12] based on the visual attention system of primates
to modern deep learning approaches [13]–[16]. While Itti’s
approach is based on the features and visual attributes in a sin-
gle image, the other deep learning approaches require exten-
sive datasets for training. As a consequence, some datasets
used saliency detection benchmarking with a large number of
frames. Different datasets were designed and constructed for
this purpose such as theMSRA10K [1] and the CAT2000 [17]
dataset. The MSRA10K [1] dataset contains 10,000 images
with their respective masks while the CAT2000 [17] dataset
contains 4,000 images without a mask. Similar datasets
to those mentioned here include the ECSSD dataset [18],
JuddDB dataset [19] and the Pascal-S dataset [20]. These
datasets can be split into two sets: the training set and the
testing set. The former set is used to train the machine learn-
ing models while the latter is used to test the trained models.
A common attribute amongst these datasets is that none of
these contain depth information for its images. The dataset
being proposed in this paper is not designed to train such
machine learning models.

The COTS dataset is rather intended to pave the way
towards the identification and resolution of challenges in
saliency detection. The current available saliency datasets
contain single objects and this becomes evident in vari-
ous benchmarking exercises [10], [11], [21]. Furthermore,
another challenge in saliency detection is the ranking
of saliency in images that consist of more objects than
one [10], [13], [22], [23].

Previous researchers tackled the challenge of saliency
ranking in images at a pixel level [24], [25]. These proposed
techniques attempted to rank saliency in an image based
on the weight of saliency at a pixel level. The shortcoming
of such an approach is when one considers the image at
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object level. An object can be made up of hundreds or thou-
sands of pixels, therefore pertaining to a single pixel is
out of context in such scenario. An alternative approach
to address this problem would be to split the image into
segments or regions and process the weights of the seg-
ments as a whole before sorting the regions by their level of
saliency [26]. Another technique that achieves similar results
involves the use of deep-learning [13], [22].

The current popular saliency detection datasets do not
contain depth information. It could therefore be concluded
that the study of saliency detection algorithms in relation
to RGB-D content is seen as a current challenge for this
particular area [13], [21], [23] and the dataset being proposed
in this paper aims to explore this further.

B. INPAINTING EVALUATION
The most common approaches to evaluate image manipula-
tion techniques are subjective and based on user feedback.
Inpainting techniques [27] can be evaluated by making use
of the Mean Objective Score (MOS) [2] technique. In other
circumstances [28], the outcome and results drawn from the
inpainting techniques are presented without comparison but
with a quantifiable conclusion. The use of full-reference met-
rics such as peak signal-to-noise ratio (PSNR), mean square
error (MSE) or structural similarity index (SSIM) cannot be
applied [29] when inpainting larger regions in an image such
as in the case of inpainting entire objects. An exception to this
would be if there exists an identical image of the same scene
without the inpainted object for comparison. However, this is
not always possible and can be difficult to achieve in certain
scenes. Such an example is in scenes that have continuously
changing elements such as environmental features like the
sea or moving clouds. It is important to guarantee that all
the parameters are consistent within the scene and this can be
achieved through the use of a controlled environment. These
considerations and restrictions were considered constantly
throughout the design of the dataset being proposed in this
paper.

III. DATASET CONSTRUCTION
This section provides an overview of the COTS dataset that
is freely available on http://cotsdataset.info or https://github.
com/dylanseychell/COTSDataset. The main motivation
behind the design of this dataset was to evaluate the different
stages of a computer vision application through the use of a
single dataset.

The first part of this section contains images of single
objects placed on a green surface in front of a background of
the same color, while the second part contains themed scenes
incorporating single to multiple objects.

The latter part of the proposed dataset contains 27 scenes
that capture multiple objects, where every scene has multiple
instances such as the example being shown in Figure 12.
Every scene has an average of three instances, excluding
instance 0, since this is common for each scene. There is

a total of 88 instances organized into two sections which are
explained below.

Throughout this dataset, one can analyze a traveling theme
with the second part of the dataset containing objects that
are organized by traveling aspects. This allows for easier
semantic categorization while at the same time providing
the opportunity to expand the dataset in the future. Careful
consideration was also taken to include occluded objects in
the scenes to be able to evaluate the techniques that are
sensitive to occlusion and therefore be able to evaluate every
aspect of these techniques.

Further considerations were taken to determine the choice
of objects. Elements such as the material and the reflective
property played an important role in the selection of objects.
The chosen objects weremade from specificmaterials such as
transparent glass (shooter glass), polished glass (mug, tagine
and statues of Buddha and Genisha), metal (travel-mug and
Macbook), matt paper (Google Cardboard and most of the
books), plastic (washing containers, headphones) and textile
(Daydream VR headset, headgear and shoes). The selected
objects for this dataset also vary significantly in size ranging
from a small shooter class to a laptop and tagine.

A. DATA COLLECTION
To develop this dataset, a dedicated controlled environment
was used. The setup is presented visually as a plan elevation
in Figure 2. The recordings took place in an indoor environ-
ment without any external natural lighting. The only source
of light used was that of two auxiliary LED lighting with
modifiers that were targeted at the objects. Important consid-
erations were made to ensure that the auxiliary lighting being
used in the scene were not generating infra-red noise that
would possibly affect negatively the quality of the captured
depth map. In addition, a designated region on the surface
was marked so that every object is placed within this region
as this mark falls precisely within the camera’s field of view.
Moreover, the configuration of the scene was measured and
recorded, keeping the setup constant throughout the scene
capturing process.

The Intel RealSense depth camera D435 that makes uses of
active IR stereo technology was used to capture the images
that make up this dataset. The realsense-viewer tool in the
official SDKwas first used to calibrate the camera setting and
afterwards it was used for the recording. Static scenes were
recorded as a 6s video sequence and saved as a Robot OS
(ROS) .bagfile, containing all the raw data streams. Themain
reason behind this was that this gives the ability to preserve
raw data, allowing this data to be exploited for depth/color
alignment, depth measurements as well as providing suitable
data for the hole filling algorithms. Furthermore, this provides
an additional feature for the users making use of this con-
structed dataset as they can perform a more refined selection
of the frame if this is required.

The Intel D435 was identified as the most suitable cam-
era model for this dataset for a various number of reasons.
Firstly, this model offers one of the highest resolutions with
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FIGURE 2. A plan elevation of the studio layout used for the data collection. This diagram is not to scale.

TABLE 3. Intel RealSense Camera Properties.

high-accuracy depth reading within the recommended range
of 0.2-7m, while being affordable. In addition, stereo cameras
are usually disregarded due to their weak operation in low-
texture scenes making them generally impractical for this
task. However, this camera model is equipped with an active
IR projector that transmits its own pattern. This feature allows
for the information to be gathered even on a low-textured sur-
face. The camera also incorporates a dedicatedASIC chip that
conducts the necessary edge computing for the dense image
registration problem that is required with all stereo technol-
ogy in real-time. Therefore, the whole camera system outputs

directly the depth information, which allows for the minimal
computation on the host platform. Moreover, the Intel open-
source community is one of the most informative and helpful
on multiple platforms. This makes it easier to retrieve all the
necessary information to get started, as well as be provided
with support throughout the development. The hole-filling
algorithm is introduced in the next section. This algorithm
is built-in the D435 SDK and updated regularly.

1) HOLE-FILLING PROCESS
Throughout the extraction of the aligned depth frames from
the recording, it could be noted that the depth map con-
tained ‘‘holes’’. These ‘‘holes’’ represent missing informa-
tion. There are various reasons for this artefact in a stereo
system as portrayed in [30]:

1) Occlusions – This happens when the left and right
image do not encapsulate the same scene or object due
to shadowing. Generally, the left image is used as a
reference, therefore the occlusion effect is observed on
the left side of objects as well as along the left edge of
that same image;

2) Low-texture - Stereo matching is dependent on the
matching of texture in the left and right images. There-
fore, for texture-less surface like, for example, a flat
white wall, the depth can be challenging to estimate
(this is the reason why the active projector is used to
generate texture);
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FIGURE 3. A photograph of the setup used for the data collection process
of this dataset.

3) Multiple matches - There might be circumstances in
which during the matching process, there exists more
than one block that is found to match equally the
reference one. This occurs commonly when the scene
incorporates a uniform periodic structure;

4) Signal - A lack of signal can occur if the images are
under or overexposed. In this case, there is no informa-
tion retrieved;

5) Out of range - The stereo algorithm search-range can
be exceeded if the object is very close. It is required that
the objects are placed farther away than the minimum
distance, Z, from the camera for it to be seen.

There are some situations in which it might be better
to not deal with holes since the processing might be too
intensive. This is especially true if the applications require
real-time processing. However, it might also be the case
where the depth-enhanced output is desired. In these cases,
it is considered that a ‘‘best guess’’ is better than no guess
at all [30].

The algorithm used for this task belongs to the spatial fil-
tering technique. This simple algorithm makes use of neigh-
boring pixels (left or right) within a pre-defined radius to be
able to fill in the blank pixel. Different researchers discussed
this simple technique as a baseline for comparing new hole
filling methodologies in their various research studies [31].
For the case of the D435 camera, the left neighboring pixel
is taken since the left camera is the reference. There is a total
of three different methods that are available when it comes to
the Intel SDK:

FIGURE 4. Different hole filling methods.

FIGURE 5. A selection of raw depth maps as captured by the camera and
their result following the hole-filling process.

1) Left valid pixel value;
2) The biggest (farthest away) among the valid five upper

left and down pixel values (used for depth map);
3) The smallest among the valid five upper left and down

pixel values (used for disparity map).

IV. ONLINE TEST
The evaluation of saliency detection algorithms and frame-
works is one of the main aims of this paper. For this aim to
be reached, the color images and their corresponding depth
maps and objects masks were required to be accompanied by
data so that it can illustrate better how humans can relate to
the dataset. This was achieved through the use of an online
test that was designed to reach this objective.

This test was deployed through the use of a website as this
was distinguished as the ideal platform given its potential
for applications as well as its scalability. This website was
shared through its URL and it was successfully conducted
by 1268 participants. Its backend was specifically built for
this purpose making it easy and user friendly. The users were
able to efficiently view color images via an HTML page from
the dataset. At the same time, the Javascript was collecting
usage data in the background, making it unnoticeable to the
users and hence increasing the user experience. In addition,
no sensitive user data was collected in this experiment and
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the usage data was stored in a hosted database. To monitor
the usage activity of this online test, Google Analytics was
deployed on the website and processing in the background.

During this experiment, batches of 10 images were dis-
played to the users, with the images shown one by one.
Since the dataset contains 84 images, it provided to be a
challenge to divide the dataset in such a way that would
enable all the images to be presented to some user or another
at a certain given point in time. The first approach con-
sidered was sequential. However, this was quickly deemed
unfeasible due to the fact that this would skew the data
towards the first occurring images in the dataset, since few
users actually go through the entire set of 84 images. The
approach that was taken to tackle this challenge was that of
a tailored load-balancing algorithm that was designed and
implemented in the backend to evenly distribute the images
in the dataset. This algorithm requires two main components.
Firstly, the images from all the dataset were required to be
featured evenly and secondly that subsequent images from
the same scene were not to be shown in sequence. The second
requirement surfaced during the preliminary laboratory test-
ingwhere it was analyzed that when a user was presentedwith
incrementing objects of the same scene, for example as shown
in Figure 12, it was likely that the user would click on the new
object rather than take into consideration what is more salient
in the image. Moreover, to reduce the visual bias that might
impact the users performing this test, a further precaution
was considered. This took the form of three carefully selected
separating images that were displayed randomly before every
presented dataset image. These separating images are pre-
sented in Figure 6 and these were chosen mainly because of
their visual inconsistency. This was mainly implemented to
reduce bias from the preceding image. This algorithm per-
formed to its expectations, managing to successfully evenly
spread all the images across the 1268 users. This resulted
in every single image gathering 213 unique clicks for every
image.

FIGURE 6. Separating images used between dataset images being
presented to the users in order to avoid any visual bias from the previous
image.

The main aim behind this experiment was to present the
users with a color image from the dataset and analyze which
region within the image they believe is the most salient. For
each color image what was loaded individually on the screen,
the users were instructed to perform the following task:

Task: Click/Tap on the point that attracts your attention
when you first see the image. The point can be
anywhere and includes persons or other objects.

The user input through the use of clicks and taps were
stored for every image as coordinates. These coordinates
were utilized to generate a heatmap. Furthermore, these coor-
dinates were stored in a CSV file and are included in the
proposed dataset. Moreover, during the online experiment,
the movement coordinates of the mouse-enabled device were
being collected. These were mainly collected when the exper-
iment was conducted through devices such as laptops or desk-
top computers. Further data collected during the experiment
was that of the time it took for the user to click/tap on the
image after its loading. This gave further insight to the user
behavior as this helped to determine if the decision was more
impulsive. It was concluded that a user that clicked in a
short period of time was more likely acting impulsively and
therefore more likely clicking on what they considered to be
more salient at first glance.

A. ONLINE TEST ARCHITECTURE
This section presents the architecture of the online data col-
lection platform. Figure 7 presents the Data-Flow diagram of
the system displaying the main modules of this architecture.
There are two main data collection components; image selec-
tion (Module 1.0) and user handling (Module 1.1).

The Image Selection module (1.0) is responsible for the
selection of images presented to the user as explained in
Section IV. Module 1.0.1 carefully chooses the images from
the COTS dataset (1.0.3) and compiles a set of images (1.0.2).
This selection is then presented to the user through the HTML
web page.

The User Handler module (1.1) is responsible for the pre-
sentation of the selected set of images to the user (1.1.0) and
the subsequent collection of data (1.1.1). The user handling
module is also responsible for storing any information about
the user interaction with the images such as the cursor move-
ments when these are available and the click coordinates.
In addition, it also stores other general but related information
such as the type of device being used during the experiment
as well as the time of the interaction.

This rigorous architecture allowed for scalable dissemina-
tion of the online test and the successful completion of the
test by the users.

B. STATISTICAL ANALYSIS
This section provides a deep evaluation and analysis of the
interaction between the user and the dataset during the online
experimentation. It was deduced that out of the 1268 partic-
ipants that took part in this study, 77% used a smartphone
while 6% made use of a tablet. The remaining participants
which constitute 17% of the participants made use of a
desktop or laptop computer. Therefore, since 83% of the
participants were tapping the images, this would imply that
no cursor movements were collected in these circumstances.

A total number of 1690 persons visited the website with
1268 participating in this study by completing this test. This
implies that there was a bounce rate of only 25%.
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FIGURE 7. A data-flow diagram of the components in the online test.

FIGURE 8. An average annotation map of all the combined clicks or taps
collected from the online test.

Figure 8 illustrates the average annotation map of all the
clicks and taps collected from the test. From this figure,
it could be concluded that there was a very smooth overall
distribution of interaction along the entire area where objects
were present. In addition, it shows minimal center-bias.

It is a challenge to identify whether there were sufficient
users that participated in this experiment that would enable

further evaluation possible. In the research area of com-
puter vision especially when dealing with traditional statis-
tical techniques that calculate a minimum threshold for a
population are inconsistent in such a case. This is because,
throughout this experiment, we are not collecting or mea-
suring opinion. Our evaluation focuses mainly on statistical
validity which is being achieved by dividing the total number
of mouse clicks into two groups with a ratio of 3:7 and
then compare the distribution of x and y values between the
two groups. Figure 9-a describes some of the results that
were generated from the conduction of this study. Visually,
the heatmap already gives sufficient information to formulate
an idea about the expected result due to the clusters that focus
on specific points within the image. In addition, the simi-
larity of the x and y distribution curves across both groups
emphasizes our methodology as can be seen in Figure 9-b.
To further consolidate the results, we also performed a t-test
that compares the x and y distribution of clicks across the two
groups. Our hypothesis is defined as follows:
HypothesisH0:

The distribution of the clicks (x and y dimension) on
the smaller sample size is similar to the distribution
of the clicks on the larger sample size.

A t-test was conducted for each image evaluated through
the online test and it resulted that the p-value was higher than
0.5. Therefore, the null hypothesis cannot be rejected. This
implies that there was no considerable difference between
the two distribution, concluding that the click/tap coordinates
settled to specific regions.

C. ANNOTATION PROCESS
The evaluation of various computer vision techniques also
requires a single-channel binary image mask that also serves
as ground truth. These masks are black and white images to
represent the object of interest, with the white pixels repre-
senting the object. These masks also play an important role in
the evaluation of other techniques that generate a mask from
depth information [27].

To generate the masks, the LabelMe tool 2 was used.
The masks to annotate the dataset were generated by three
volunteers. A mask was created for every object for every
single scene. The third party annotators were not related to
the project and therefore were not expected to make imme-
diate use of the dataset. Moreover, to add a further level of
independence, the annotation workshops were facilitated by
a team member that was not responsible for the use of the
annotated masks. A total of three masks for every object were
collected, one for every annotator.

The subsequent step in the process was the inter-annotation
agreement between the three masks. There are different tech-
niques to choosing the final mask varying from choosing
the smallest mask or the larger masks or also an average
mask. After consideration, it was deduced that making use of
such an approach might introduce a certain bias. In addition,

2http://labelme.csail.mit.edu
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FIGURE 9. A sample of heatmaps generated from the user interaction through the online test. These are also accompanied by distribution testing
of the x and y coordinates.

from experimentation, it was concluded that they were also
introducing scattered white pixels in the output mask which
was undesired. Therefore, it was deduced that a more conser-
vative approach might be ideal. This approach made use of
the outputs of a white pixel on the final mask only if there
is a white pixel in all the three masks in the corresponding
position.

1) ACCURACY OF GROUND TRUTH
The benchmarking exercise carried out in Section V demon-
strates how the dataset can be used in different computer
vision applications. This exercise in itself demonstrates the
accuracy of the ground truth of the COTS dataset that was
generated as discussed in Section IV-C.

The application of COTS in Visual Saliency presented in
Section V-A. In this section it is demonstrated that the state of
the art and other recently benchmarked visual saliency tech-
niques perform as well on COTS as other saliency datasets.

Section V-B demonstrates how the COTS dataset with
its groundtruth benchmarked the state of the art on the
segmented output with an average of different Mean IoUs
of 0.850.

The COTS dataset and its groudtruth can also be used for
Inpainting and Blending as demonstrated in Sections V-C
and V-D respectively. In both cases, we show how the MSE
for each of these applications returns a very low result and
therefore a higher quality result.

V. USAGE OF DATASET
This section demonstrates the general usage of the COTS
dataset and is organized into five sub-sections. The first one
explains how this dataset can be used in saliency detection
modules and it is followed by three other sub-section showing
how the dataset can be used in Segmentation, Inpainting and
Blending applications. This section concludes by discussing
how the COTS dataset can be used to evaluate different
modules of a pipelined solution.

A. VISUAL SALIENCY
The process of analyzing images using visual saliency has
intrigued a number of researchers and today we have a wide
selection of techniques using different approaches that gener-
ate saliency maps for given images. These techniques range
from eye-fixation approaches and information theory based
approaches to deep-learning approaches were used to emulate
human visual attention [10], [11]. Saliency techniques can be
organized into two categories namely Salient Object Detec-
tion and Fixation Prediction. The process of salient object
detection starts by detecting the salient objects in a scene
and subsequently segmenting objects [11]. On the other hand,
other models predict human fixation on a given image.

The proposed dataset can be used for the study of saliency
together with the evaluation of saliency-based techniques.
The first part of the dataset primarily contains images of
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TABLE 4. The results of a variety of saliency models on the COTS dataset together with the MSRA10K and ECSSD benchmarking datasets, extending the
work of Borji et al. [11]. The current state of the art technique, the Pyramid Feature Attention Network (PFAN) [42] was also evaluated on the COTS
dataset with comparative results presented in the last row.

FIGURE 10. The average annotation map of the MSRA10K [1] dataset
shows that the salient objects in this dataset are biased towards its
center. This bias was also considered in the design of the COTS dataset
and as demonstrated in Figure 8, this was mitigated accordingly by
spreading salient objects further within the scene.

single objects together with the respective ground truth
binary-image, similar to the MSRA10K [1] and ECSSD [18]
datasets. Furthermore, the first instance of the second part
of the dataset can also be used for this purpose since it also
includes a single object together with the ground truth image,
hence extending the number of images containing a single
object within the dataset.

The COTS dataset also includes 8-bit and 16-bit depth
maps for each of the objects and scenes and therefore allows
for the study of the relationship between saliency and depth
information such as [32]. Other prominent datasets such as
the Pascal-S [20], MSRA10K [1], ECSSD [18], JuddDB [19]
andDUT-OMRON [33] that are commonly used in the bench-
marking and evaluation of saliency techniques do not contain
any depth information for their images. The COTS dataset
can therefore provide this additional value to research in this
field.

1) BENCHMARKING SALIENCY
The COTS dataset was also benchmarked with other saliency
models based on the methodology and source code provided
by Borji et al. [11] where 41 saliency models were bench-
marked extensively. This experiment shows that the COTS
dataset can also be used to benchmark saliency models.

For our experiment that extends the original study [11],
7models were selected based on the availability of the source-
code within the work of Borji et al. [11]. This selection
included a mix of Fixation Prediction (SR [34] SIM [35]
COV [36] SeR [37]) and Salient Object Detection models
(FES [38] SWD [39] CA [40] SEG [41]). The COTS dataset
was also benchmarked against other datasets using the state
of the art technique Pyramid Feature Attention Network
(PFAN) [42]. The PFAN technique scored an Fβ of 0.957 on
the COTS dataset as presented in Table 4 and a reported
0.931 on the ECSSD dataset [42].

The MATLAB source-code was used to carry out the com-
parative analysis of these 7 models on COTS together with
the MSRA10K [1] and ECSSD [18] datasets. The first part
of the experiment reproduced the results obtained by these
7 models on the MSRA10K [1] and ECSSD [18] datasets
as found in the original study and reported in Table 4. The
comparison focused on the Fβ statistic based on both Fixed
and Adaptive Threshold (AdpT) thresholds. The same β
value of 0.3 was used to give a priority to precision over
recall.

Fβ =

(
1+ β2

)
· Precision · Recall

β2 · Precision+ Recall
(1)

Once that the performance of the models was confirmed
in the first part of the experiment, the second part of the
experiment introduced the COTS dataset. The same 7 models
were evaluated on the COTS datasest. Once again, both
fixed and image-dependent adaptive threshold techniques
were used, however this time a larger set of algorithms was
tested. The Fβ statistic for FES [38], SR [34], SIM [35],
SWD [39], CA [40], COV [36], SEG [41] and SeR [37]
was calculated. The results presented in Table 4 demonstrate
that the COTS dataset can be used for the benchmarking of
saliency models in the same way as other datasets. Moreover,
this provides further prospects for research since the COTS
dataset also includes a corresponding depth map for every
image.
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FIGURE 11. An example of how the COTS dataset can be used to evaluate saliency ranking techniques. The first column
presents a visual illustration of the heatmaps collected through the online test. The second column shows how the clicks can
be represented in a grid layout so that they can be compared to a saliency ranking technique [26]. The last column shows the
same frame from the dataset being processed with Itti’s saliency detection technique [12].

2) SALIENCY AND MULTIPLE OBJECTS
An important feature of this dataset is the information related
to the user interaction in relation to every image as collected
through the online test described in Section IV. The procedure
outlined in [26] is followed and the segments are organized
in a 9× 9 grid and the following approach is used to convert
the click coordinates to the desired grid segment that makes
comparison possible. Every click coordinate (x, y) had to be
mapped with a grid segment with index (i, j). However, each
image has its own width w and height h pixels so the area
covered by each grid varies according to the image size. This
follows that x falls in the range x = [0,w) and y in the range
y = [0, h) [26]. The segment S(i, j) follows Equation (2)
whereD is the Segment Dimension, that gives the index of the
respective cell as presented in Equation (3). This data allows
the COTS dataset to be used in the evaluation of fixation
prediction and saliency ranking techniques as demonstrated
in Figure 11. Saliency ranking is in itself an emerging topic
in computer vision and this dataset can be used to enable such
benchmarking as demonstrated in these sections.

S(i, j) =

(x, y)
∣∣∣∣ iwD ≤ x < (i+ 1)wD ,

j hD ≤ y < (j+ 1) hD

 (2)

i =
⌊
xD
w

⌋
, j =

⌊
yD
h

⌋
(3)

B. SEGMENTATION
The COTS dataset can also be used to evaluate segmentation
techniques that make use of color and depth information such
as the work presented in [43].

Segmentation is a computer vision task that extracts seg-
ments from an image that contain meaning. There are two

type of segmentation tasks, semantic and instance. In seman-
tic segmentation objects of the same type are extracted as
a group of pixels. This is a useful feature that is applied in
various fields [44], [45]. On the other hand, instance segmen-
tation is thought of as a harder task and is divided into two
parts. Initially an object detection process identifies individ-
ual objects in a scene/image. This process is then followed
by a precise extraction of the instance of the object. There-
fore, unlike semantic segmentation, in instance segmentation
each object is extracted separately. Instance segmentation is
also used in a number of different fields and applications
[46]–[48], typically tasks that require further a distinction
between objects of the same class. Recently, there has been
a lot of different advances in the field of instance segmen-
tation and one of the most popular approaches makes use
of Mask R-CNN. Mask R-CNN [49] is an extension of the
Faster R-CNN [50], Fast R-CNN [51] and R-CNN [52]. It is
a two-stage detector, where it first extracts the Regions of
Interest (ROI) by scanning an image and generating image
proposals. These proposals/ROI are areas of the image that
will most probably contain an object. In the second stage,
the model evaluates each proposal and generates the label.
The proposals are amalgamated and the bounding boxes and
masks are generated.

The COTS dataset provides an alternative testing set to
measure the effectiveness of the evaluators instance segmen-
tation model. Through the masks provided with COTS the
evaluator can run the segmentation model on the COTS data-
set and then use evaluation metrics such as mean Intersection
Over Union (IoU) or mean Average Precision (mAP).

J (A,B) =
|A ∩ B|
|A ∪ B|

(4)
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where A is the ground truth and B is the prediction. TheMean
IoU across the range of classes N is therefore given by:

MeanIoU =
1
N

N∑
1

J (A,B) (5)

This section outlines the procedure used in order to con-
firm the validity of using the COTS dataset as an alternative
evaluation data-set for segmentation tasks. TheMask R-CNN
instance segmentation model was chosen as it has been used
extensively in the area of instance segmentation and it is
considered as a baseline model for any instance segmentation
task. Furthermore, an instance segmentation approach rather
than a semantic approach was chosen based upon the masks
available with the COTS data-set. A semantic segmentation
exercise can also be computed by simply applying a morpho-
logical AND operation on the masks. Given the availability
of a mask for each object it made more sense to go for the
more complex approach. In terms of evaluation, the mean
IoU, given in Equation 5, was used. Also known as Jaccard’s
Index, the IoU presented in Equation 4, is a widely used
metric in instance segmentation tasks [53] where the IoU for
each object is initially calculated and then the mean for each
detected class is computed to output the mean IoU value. The
model was pre-trained on the COCO [54] dataset, the COCO
dataset contains a number of labels in common with COTS.

A number of images that had object labels in common with
the COCO data-set where initially chosen. A Mask-RCNN
that is trained on the COCO data-set using a ResNet-50 back-
bone was then used to process the pre-chosen images. These
included scenes with mugs, cups and shooter glasses, food
items such as vases and bowls, footwear and books. Table 5
illustrates the results obtained. For each image, the mask gen-
erated by the segmentation model was extracted. This mask
was then used to generate the IoU vis-a-vis the ground-truth
mask. This score value was then computed for each object
present in the image. Finally, the mean IoU was calculated
through the scores for each class. This task showcases how
the COTS data-set can be used as an external verification
tool for segmentation tasks. Similarly, other segmentation
techniques can be used and trained on a variety of labels
present in the COTS dataset but not available in other more
known datasets. The image labels used include, technological
items, hats, beanies, washing items and statues.

C. INPAINTING
Inpainting, or object removal, is the process of modify-
ing an image such that the editing is not perceived, or its
visual impact is minimized, by filling the region of interest
with texture that is known from another location within the
image [55]. Inpainting is achieved by either employing tradi-
tional techniques [56] or more recently by using Generative
Adversarial Networks (GANs) [57].

Inpainting applications removing large objects are gener-
ally evaluated using a Mean Objective Score (MOS) such as
the one specified by the ITU-T BT.500 [2]. While objective

TABLE 5. Performance of the Mask R-CNN on the COTS dataset.

FIGURE 12. Sample of a single incremental scene for inpainting
applications. The rows represent different instances of the same scene
with a single object being included in every scene. For every instance, one
finds the RGB image together with its respective 8-bit depth image and
the ground truth binary image for the new object being included.

scores are helpful in the evaluation of user perception, they
do not provide a quantitative measure of the efficacy of the
inpainting technique employed.

The COTS dataset addresses this limitation by design as
we demonstrated in [58]. Figure 12 provides a sample of
how each of the 23 instance in the second part of the dataset
is split into multiple instances. For every instance, there is
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FIGURE 13. A visual representation of the comparative result of the objective evaluation
inpainting techniques. S2 is the original scene upon which the inpainting is carried out using the
mask presented in the second column. S1 in the third column is the actual scene without the
object represented by the mask, hence acting as ground truth of the inpainting. The last three
columns are the results of different inpainting techniques. These are namely our technique with
Teala’s [59] and Bertalmio et al. [60] and the NVIDIA deep learning method of [61] in the last
column.

a progression in the way images are structured where an
instance has an object that was not present in the one before
it. Every new instance has only one new object included with
nothing else in the image being modified. Such consistent
progression provides the desired environment for the evalua-
tion of inpainting techniques. Since such techniques remove
an object from a specific instance (n), the instance before it
(n − 1) can be therefore used as ground truth as it will be
missing the inpainting object, by design.

In an effort to assist the evaluation of inpainting algo-
rithms, the ground truth in the form of a binary image is
provided for every instance with the methodology outlined
in Section IV-C. Evaluators can use this binary mask to guide
the inpainting algorithm under evaluation without the need of
generating their own mask through segmentation techniques
that might make comparisonmore challenging. The use of the
COTS dataset in such an experimental setup is demonstrated
using the framework presented in [27]. The experiment is
presented in Figure 14. In this example, the target object for
inpainting is the red deodorant in Scene 2 marked as S2. The
object was inpainted using the Telea approach [59] within
the [27] framework. Scene 1 (S1) is the same as S2 less the
red deodorant. Therefore, S1 can be used as ground truth for

TABLE 6. The MSE metric result for each scene where the inpainting
result was compared to S1. The maximum error signifies the MSE reading
when S2 was compared to S1, therefore comparing the scene without the
object with the scene including the target object.

S2 less the target object. The inpainting result is compared to
S1 using a full-reference metric. In this case, the MSE was
used for the comparison.

1) INPAINTING EXPERIMENT
The COTS dataset is ideal for comparing different inpaint-
ing techniques. This is demonstrated through the experiment
presented in this section that was designed to objectively
compare different inpainting techniques. A selection of six
scenes with different target objects were used and the results
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FIGURE 14. Usage of the COTS dataset and the proposed approached to
evaluate an inpainting technique presented in [27].

are presented in Table 6. These scenes were split into two
groups. One group contains occluded objects while the other
does not. The set with occluded objects contains the following
scenes: shooter glasses, statues, and academic books. The
other group contains the mugs, tech and footwear scenes and
none of these had any occlusion [58].

The inpainting evaluation method discussed above was
followed for each of the six scenes. The scenes marked as
S2 contain an object that is represented by a binary mask.
S1 is an actual instance of the scene without the object and
this instance was a specific feature of the COTS dataset.
This framework was used to demonstrate how the COTS
dataset can be used to evaluate three inpainting approaches.
Two inpainting techniques used in this experiment are the
ones presented in [27] first with Teala’s [59] method and
then with Bertalmio et al. [60] method. The COTS dataset
was also used to evaluate a generative deep learning inpaint-
ing approach. For this part of the experiment, NVIDIA’s
approach by Liu et al. [61] was used accordingly.

The visual quality of the result in the situation where
objects were placed in front of a plain background was very
interesting. The nature of the plain green background of the
COTS dataset exposes different strengths and weaknesses
of the inpainting techniques under evaluation. Traditional
dispersion based methods returned results that were blurry
and this matched what was already reported in previous
work [27]. On the other hand, the deep learning approach
gave a more crisp result when objects were occluded even
though the quality of inpainting would still not score high
marks in the subjective context. Moreover, the quality of
inpainting when the target object has a plain background had
a visual quality comparable to the result of the traditional

techniques [58].

MSE =
1
N

N∑
i=1

(S1i − IRi)2 (6)

This experiment used the MSE, presented in Equation 6,
as a full-reference metric to evaluate the quality of the
inpainted result IR for each of the three chosen methods in
relation to S1 that served as ground truth. A maximum error
was computed for comparative results and this occurs when
S1 is compared with S2. The comparison of the two true
scenes with and without the target object returns the worst
case scenario and puts the comparative results for each of
the other approaches into context. The inpainted results are
compared to S1 so their error should be as far as possible from
the maximum error, hence closer to S1. In general, the Telea
inpainting method performs the best when compared to the
other techniques [58].

FIGURE 15. An example of how the COTS dataset can be used to evaluate
blending techniques. An object is extracted from S2 and is added to S1.
The blended result can then be empirically compared to S2.

D. CONTENT BLENDING
The COTS dataset can also be used to evaluate content
blending or addition techniques in a similar manner to
inpainting techniques. A similarly styled process is presented
in Figure 15. The technique starts by identifying the target
object by means of a binary image mask from S2. This time,
the target object will be included into S1. The object can
be identified using depth information [27] and further pro-
cessing for an enhanced blending approach [62] can be used
prior to blending the object into S1. The blending result is
therefore S1 together with the new object extracted from S2.
The position of the blended object on S1 has to be the same
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as the original position of the object in S2. The result of the
blending technique can also be evaluated objectively by using
theMSE in a similar way to Equation 6. In this case, S2 would
be used as ground truth against the Blending Result BR. Since
the COTS dataset also includes shadows, one can see that
while the object is blended, the shadows were not considered.
Future techniques that attempt to recreate shadows can there-
fore also be evaluated using this same proposed dataset.

FIGURE 16. A visual representation of the evaluation of blending
techniques. In this case, the additional object is taken from S2 and
blended onto S1 resulting in the blending output. The ground truth in this
case is S2.

An instance of this experiment using the same sample
of COTS scenes as the inpainting evaluation presented in
Section V-C was set up. This selection of scenes includes a
set that included occluded items and another set that does
not. Figure 16 presents the visual results of this experiment.
The first column shows instances of S1 from different scenes
that also act as the target scene where the new object will
be blended. The second column presents the mask of the
object that will be extracted from S2 of the same scene and
blended onto S1. S2 is therefore the ground truth following
the blending. The last column shows the results of the blend-
ing process. The MSE comparing the blending result to S2 is
also presented in Table 7, demonstrating how COTS can be
effectively used in the evaluation of blending techniques.

E. COMBINED USAGE
The sections above show how the COTS dataset can serve
different types of vision applications. It nonetheless follows
that the dataset can be used to evaluate different instances of

TABLE 7. The results from the computation of the MSE of the blending
technique when the blending result (BR) is compared to S2 in relation to
maximum error returned when the S2 is compared to S1.

pipelined solutions that use different techniques to achieve
their objective. For example, the work in [27] first carries
out segmentation using depth information and subsequently
inpaints the segmented object. The COTS dataset can be used
first to evaluate the quality of segmentation against the ground
truth and then the quality of inpainting by using another
instance of the same scene as explained in Section V-C.

VI. CONCLUSION
This paper presented the COTS multipurpose dataset, con-
taining 120 sets of images with their respective depth maps
and ground truth. Every instance is also accompanied by a
CSV file containing the click coordinates resulting from the
online test in which we had an encouraging 1267 participants.
This dataset can be used to evaluate a variety of computer
vision applications ranging from saliency to segmentation,
inpainting and blending. This offers the possibility of eval-
uating pipelined computer vision applications by making use
of a single dataset.

This dataset also provides a number of opportunities in
evaluating modern computer vision techniques and architec-
tures. COTS is being made available for free for everyone
to use as an open-source project. This current version of the
COTS dataset is focused on a plain green background. This
was originally intended to allow for chroma-key background
replacement and therefore increase the variety and complex-
ity of the data. Future iterations of this dataset can potentially
include a set of scenes with more a more complex natural
background that would increase the evaluation possibilities
upon it.
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