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+e High-Luminosity Large Hadron Collider upgrade at CERN will result in an increase in the energy stored in the circulating
particle beams, making it necessary to assess the thermomechanical performance of currently used and newly developed materials
for use in beam intercepting devices such as collimators and absorbers. +is study describes the thermomechanical charac-
terisation of a novel copper diamond grade selected for use in tertiary collimators of the HL-LHC. +e data obtained are used to
build an elastoplastic material model and implemented in numerical simulations performed to benchmark experimental data
obtained from the recently completed MultiMat experiment conducted at CERN’s HiRadMat facility, where various materials
shaped as slender rods were tested under particle beam impact. +e analyses focus on the dynamic longitudinal and flexural
response of the material, with results showing that the material model is capable of replicating the material behaviour to a
satisfactory level in both thermal and structural domains, accurately matching experimental measurements in terms of tem-
perature, frequency content, and amplitude.

1. Introduction

+is work presents the material characterisation of the
copper diamond (CuCD) RHP3434 grade conducted at
CERN’s facilities, which includes a combination of
temperature-dependent measurements for density, spe-
cific heat capacity, conductivity, and coefficient of
thermal expansion, along with impulse excitation tech-
nique (IET) tests for the derivation of the dynamic elastic
properties and a four-point bending test for the stress-
strain behaviour of the material in the plastic regime. +e
material model derived from the characterisation was
implemented in transient thermomechanical simulations
performed in the finite element analysis software ANSYS,

modelling various types of particle beam impacts on
CuCD samples tested at CERN.

+e study is organised as follows. Following the intro-
duction, Section 2 details information about copper diamond
and the grade studied. Section 3 details the material charac-
terisation campaign carried out on the CuCD RHP3434 grade,
consisting of measurements of temperature-dependent prop-
erties, elastic constants, and the plasticity curve. Section 4
presents the benchmarking of the material model by imple-
menting it in a simulation compared with data obtained in the
MultiMat experiment.+is is followed by a discussion of results
and future analyses were proposed for an extensivemodelling of
the material behaviour in a wide variety of applications and
scenarios.
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2. Copper Diamond

Copper diamond is a novel composite material developed as
a baseline material for use in collimators in the upcoming
HL-LHC upgrade of the CERN’s LHC particle accelerator,
specifically as a replacement of the tungsten heavy alloy
Inermet180. +e material grade tested in this study, de-
veloped by RHP Technology [1], consists of diamond par-
ticles dispersed in a copper matrix and hot pressed in a spark
plasma sintering process with various binding materials at
temperatures slightly lower than the melting temperature of
copper [2, 3].+e binding elements form carbides during the
sintering process, aiding in the bonding of diamond and
copper particles, which otherwise have a lack of affinity [4].

+e copper diamond grade tested in the MultiMat ex-
periment, CuCD RHP3434, developed by RHP Technology,
consists of a 50-50 volume percentage distribution of copper
and diamond, with a measured porosity of approximately
8%, determined by calculating the expected density of the
mixture and measuring the actual density of the composite
material. Microscopy images of the CuCD RHP3434 tested
in this study, with diamond particles dispersed in a copper
matrix, are shown in Figure 1.

CuCD is of particular interest in the field of beam
intercepting devices due to the combination of properties
provided by the two main material constituents—copper
contributes to the thermal and electrical conductivity of the
material, while the diamond particles further improve ther-
mal conductivity and aid in reducing the density and the
coefficient of thermal expansion [5]. When compared with
Inermet180, CuCD has been identified as a more robust
material which can withstand a higher beam intensity without
severe damage and need for replacement [6]. One of the main
limitations of the material is the degradation of the diamond-
copper boundary at temperatures above 250–300°C, a result of
the mismatch in the coefficient of thermal expansion between
the twomaterials causing the detaching of diamonds from the
copper matrix. +is results in an irreversible change in ma-
terial properties, such as a reduction in thermal diffusivity,
which decreases with each thermal cycle above 250°C [7].

+e material is one of several materials tested in the
MultiMat experiment, conducted at CERN’s HiRadMat
(high radiation to materials) facility in 2017 [8–11], which
uses beams from the super proton synchrotron (SPS) ac-
celerator to test components and materials exposed to ex-
treme conditions in CERN’s accelerator facility. +e
MultiMat experiment, or HRMT36, was conducted in Oc-
tober 2017 and aimed to offer a reusable platform for testing
materials under high-intensity beam impacts [6, 7]. +e
testbench, shown in Figure 2, hosted a number of target
stations, each having a length of 1m, setup on a rotatable
barrel equipped with a Geneva mechanism allowing the
movement of each target station into the shooting position
to be impacted by the incoming particle beam. Tested
specimens were equipped with thermal probes and strain
gauges and placed on graphitic supports. Other materials
tested in the MultiMat experiment included heavy alloys
such as titanium zirconium molybdenum, Inermet180 and
tantalum tungsten, carbide-graphite composites, silicon

carbide, and carbon foams [13–16]. +e pulse intensity
ranged from 1 to 288 bunches, with a typical bunch intensity
of 1.3×1011 protons. Different types of beam impact were
tested in the experiment, namely, axially centred impacts
(resulting in a dynamic longitudinal response), offset im-
pacts (resulting in an additional flexural response), and
grazing impacts (for the testing of material coatings).

3. Material Characterisation

A material characterisation campaign was carried out at the
CERN laboratories to build an elasto-plastic material model
for the CuCD RHP3434 grade, comprising of the following:

(i) A thermomechanical characterisation consisting of
temperature-dependent measurements for density,
specific heat capacity, conductivity, and coefficient
of thermal expansion

(ii) An impulse excitation technique test, for the
computation of elastic properties (namely, Young’s
modulus, shear modulus, and Poisson’s ratio) at
room temperature

(iii) A four-point bending test at room temperature, for
the analysis of the stress-strain behaviour of the
material, including plasticity

3.1. .ermomechanical Characterisation. A thermo-
mechanical characterisation campaign was conducted,
measuring material properties as a function of temperature.
Measurements were made for the coefficient of thermal
expansion, density, specific heat capacity, and conductivity
of the material. +e measurements were limited up to a
temperature of approximately 300°C, above which the
boundary between the diamond particles and the copper
matrix was found to degrade irreversibly, resulting in a
regression in thermal properties [7]. Note that the error bars
shown in Figures 3–6 refer to the standard deviation be-
tween measurements for different samples.

For the measurement of the linear coefficient of thermal
expansion, α, a Netzsch DIL 402E dilatometer [17] was
utilised to measure the expansion (in the heating phase)
and shrinkage (in the cooling phase) of CuCD specimens,
following the ASTM E228-17 standard “Standard Test

Figure 1: Microscopy image of CuCD RHP3434, with diamond
particles dispersed in a copper matrix.
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Method for Linear .ermal Expansion of Solid Materials
with a Push-Rod Dilatometer” [18]. Measured values for the
linear coefficient of thermal expansion are shown in
Figure 3.

Initial tests for the calculation of density, ρ, were carried
out using the Archimedes principle, where the specimen is
immersed in a liquid and its volume is determined by the
displacement of liquid.+emass of the specimen can then be
measured to calculate the density [19]. Due to the high
porosity of the CuCD grade being tested, the alcohol used in
the experiment infiltrates the pores, resulting in an over-
estimation of the density calculated. It was therefore deemed
preferable to calculate the density frommeasurements of the
specimens’ dimensions and weight. Five specimens of
varying dimensions were measured at three different points
along their length. +e dimensions were averaged, and the
density was calculated for each specimen. +e results for the
five measured specimens were similarly averaged to achieve
a final value for density at room temperature (ρ0), equal to
5700 kg·m−3. Taking into consideration the volumetric co-
efficient of thermal expansion β � 3α, the density can be
expressed as a function of temperature by considering
temperature-dependent measurements for the coefficient of
thermal expansion, as shown in equation (1), where ρ0 is the
initial density and T0 is the initial temperature, i.e., room
temperature. +e temperature-dependent measurements for
the density of the CuCD RHP3434 grade are shown in
Figure 4.

ρ kgm−3
􏽨 􏽩 �

ρ0
1 + β T − T0( 􏼁

. (1)

For the measurement of the specific heat capacity (Cp), a
differential scanning calorimeter (DSC) was used. With such
a setup, the specific heat capacity was determined via the
ratio method [20]. For each test sample, three tests must be
performed; the first test being a “baseline” which records
system characteristics and allows removal of the system bias
from experimental data. After a repeatable baseline has been
recorded, a reference material must be tested, following
which the experimental sample is tested in exactly the same

way as reference [21, 22]. +e specific heat capacity mea-
surements for the CuCD RHP3434 grade are shown in
Figure 5.

+e thermal diffusivity was measured by using a laser
flash apparatus (LFA), which shoots a short laser pulse onto
one of the specimen’s faces andmeasures the temperature on
the opposite face with the use of an optical pyrometer.
Knowing the specimen’s thickness, the thermal diffusivity
across a range of temperatures can be computed from these
readings.+e conductivity, k, was then found by multiplying
the diffusivity (in m2·s−1), the density, and the specific heat
capacity [23].+e calculated thermal conductivity results are
shown in Figure 6.
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Figure 3: Linear coefficient of thermal expansion of CuCD
RHP3434.
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Figure 4: Density of CuCD RHP3434.

Figure 2: Rotatable barrel and mounted target stations in the
HRMT36 experiment testbench.
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Measured values for the CTE, density, specific heat
capacity, and thermal conductivity are summarised at room
temperature in Table 1.

3.2. Impulse Excitation Technique Test. An impulse excita-
tion technique test was conducted to determine the elastic
properties of the CuCDRHP3434 grade. As will be discussed
in this section, the expected flexural and torsional fre-
quencies to be measured in the test were first calculated in
accordance with industry standards, following which the test
was performed and the excited modes of interest identified.
+is was followed by a preliminary modal finite element
analysis conducted with estimated elastic constants from
measurements on other CuCD grades. +e elastic properties

of the material were then optimised to the frequencies
measured in the IET test.

+e impulse excitation technique test is a dynamic,
nondestructive material characterisation technique which
measures the resonant frequencies of a material, which are
subsequently used to calculate the material’s elastic con-
stants at room temperature or at elevated temperatures [24].
+e measurement consists of hitting the sample with a
hammer and recording the induced vibration modes by
means of a microphone. +e vibrational signal measured in
the time domain is then converted to the frequency domain
by a fast Fourier transform (FFT), following which the
resonant frequencies can be determined, allowing for the
calculation of the elastic properties of the material, taking
into consideration the dimensions at hand.

Different frequency modes (resonant frequencies) can be
excited in the specimen and are mainly dependent on the
position of the support wires, the mechanical impulse, and
the measuring device.With regard to the elastic properties of
the material, the two most important resonant frequencies
are the flexural and torsional frequencies, which are mostly
dependent on Young’s and shear moduli for isotropic
materials.+e specimen’s elastic properties can be calculated
by considering the dimensions and geometry, weight, and
the measured resonant frequencies in accordance with the
ASTM E1876-15 “Standard Test Method for Dynamic
Young’s Modulus, Shear Modulus, and Poisson’s Ratio by
Impulse Excitation of Vibration” [25, 26].

+e natural flexural frequency, denoted as ff, is char-
acteristic of Young’s modulus, E. For the measurement of
this frequency, the specimen is supported at the nodes
(where the amplitude of vibration is zero) and is excited at
one of the antinodes (i.e., one of the ends of the rod) in order
to provoke maximum vibration, as shown in Figure 7(a).
Following the flexural frequency measurement, Young’s
modulus can be calculated by

E � 0.9465
m · f

2
f

b
⎛⎝ ⎞⎠

L
3

h
3􏼠 􏼡Rf, (2)

wherem is the mass, b, h, and L are the width, thickness, and
length of the specimen, ff is the measured flexural frequency,
and Rf is a geometrical correction factor which represents the
aspect ratio of the specimen, depending on the thickness and
length of the specimen.

As can be seen in equation (2), the mass and dimensions
of the sample need to be measured accurately for reliable
calculation of Young’s modulus. Similarly, the natural
torsional frequency, denoted as ft, is characteristic of the
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Figure 6: +ermal conductivity of CuCD RHP3434.

Table 1: CuCD RHP3434material properties at room temperature.

Property Symbol Value Standard
uncertainty Units

Density ρ 5700 ±33 kg·m−3

Specific heat capacity Cp 407 ±12 J·kg−1 K−1

+ermal conductivity k 537 ±15 W·m−1 K−1

Linear coefficient of
thermal expansion α 6.19 ±0.2 10−6 K−1
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Figure 5: Specific heat capacity of CuCD RHP3434.
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shear modulus. In this case, the specimen is supported along
both longitudinal and transverse axes, as can be seen in
Figure 7(b), while the mechanical excitation is performed at
one corner, inducing a twisting motion in the beam, rather
than flexing it. Following the torsional frequency mea-
surement, the shear modulus can be calculated by the
following:

G �
4 · L · m · f

2
t

b · h
Rt, (3)

where ft is the measured torsional frequency and Rt is a
geometrical correction factor. Poisson’s ratio, ], is calculated
by ] � [(E/2G) − 1], and the material damping can also be
characterised by considering the logarithmic decrement of
the decaying amplitude of vibration.

While the solutions defined by equations (2) and (3)
provide adequate results for elastic properties, a numerical
approach encompasses the triaxiality of the problem and can
allow for the optimisation of the elastic constants, allowing
for the reverse engineering of these values from the mea-
sured frequencies with great accuracy. In addition, a nu-
merical approach has the benefit of allowing the calculation
of elastic constants for anisotropic bodies. +e following
section describes the numerical approach adopted in this
study to determine the elastic properties of the tested CuCD
grade. For a specimen with a square cross section and made
of an isotropic material, measurements of resonant fre-
quencies in different transverse planes (referred to as in-
plane and through-plane) are identical since the orientation
of the specimen does not have an effect on the material
properties. Whilst the method described in the following
section refers to isotropic bodies—as is the case for
CuCD—it can easily be extended to anisotropic bodies by
considering flexural and torsional mode measurements for
both in-plane and through-plane conditions.

+e finite element analysis optimisation was implemented
in the software ANSYS Workbench [27] using a modal FEM
analysis which, for a defined geometry, calculates the resonant
frequencies for the given elastic properties and density. Ar-
bitrary elastic properties are initially input, which are then
optimised with the resonant frequencies measured from the
experiment. During preprocessing, the geometry is divided
into sub-blocks, allowing the definition of several lines and

surfaces which can be constrained to force the excitation of a
particular resonance mode. +e density value input in the
simulation is also of particular importance, given that the
frequency response is directly dependent on this property (for
a given set of properties and dimensions, a higher density
results in lower frequencies and vice versa). +e experi-
mentally derived density values detailed in the previous
sections of this study were used for the CuCD grade in
question (i.e., 5700 kg/m3 at room temperature).

If the specimen tested has a rectangular cross section, two
possible flexural planes are present. During the simulation
setup, the flexural mode in the direction of interest (i.e., the
direction excited in the experiment) is forced by defining a
symmetrical plane in this direction. +is ensures movement in
the direction perpendicular to the symmetrical plane is re-
stricted. For the excitation of the torsional mode, the longi-
tudinal and transverse axes are fixed (i.e., displacement equal to
zero), blocking movement of these lines in all directions. A
constraint equation is applied to the two faces at the extremities
of the specimen, promoting a natural torsional behaviour where
the two faces rotate in opposite directions. +e relevant
boundary conditions for the two analyses are shown in Figure 8.

Once the initial simulations are setup and completed
(utilising approximate values for the elastic constants), the
resulting first flexural and torsional frequencies are para-
metrised and optimised to the experimental measurements.
+e variables influencing the two frequencies (flexural and
torsional) are Young’s modulus and Poisson’s ratio (the
shear modulus is calculated from the other properties). A
range of acceptable results is defined for each parameter.

+e IET test was carried out on a specimen with di-
mensions 247×12.41× 10.35mm3 (length×width×

thickness). A spectrogram showing the intensity of the
excited frequencies with respect to time in the tested
specimen, setup in the configuration shown in Figure 7(a), is
shown in Figure 9. As shown in the spectrogram, there are
various excited frequencies in the measured range. In order
to identify the modes of interest, using Young’s modulus of
208GPa and Poisson’s ratio of 0.22 as a first approximation,
the first flexural and torsional modes were calculated by
equations (2) and (3), as shown in Table 2.+is allows for the
identification of the first torsional and flexural frequencies
from the various unwanted frequencies excited in the
experiment.

(a) (b)

Figure 7: IET setup for flexural (a) and torsional (b) mode excitation.

Shock and Vibration 5



From the experimental results, the first flexural fre-
quency can be easily identified, with a peak at 1.016 kHz.+e
slender nature of the specimen made it difficult to excite the
torsional vibration; however, two possible frequencies cor-
responding to the torsional mode were identified in the

flexural measurement at 6.794 kHz and 7.238 kHz (two faint
lines between the 5.583 kHz and 9082 kHz readings).

Following the identification of the first flexural mode and
the two possible torsional modes, the initial estimates for
Young’s modulus and Poisson’s ratio—208GPa and 0.22,
respectively—were used as a primary input, along with the
density of the material, in the optimisation procedure. A first
estimation of the flexural and torsional modes was com-
puted for the given material properties. +e first flexural and
torsional modes determined by the modal analyses are
shown in Figure 10. As can be seen, additional ‘undesired’
modes, such as the first longitudinal harmonic, can also be
excited since movement in this direction is unrestricted.

(a) (b)

Figure 8: Boundary conditions forcing mode of interest: (a) symmetry plane promoting flexural vibration and (b) fixed axes promoting
torsional vibration and a constraint equation limiting motion of the two extremities of the specimen to rotate in opposite directions.
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Figure 9: Spectrogram showing the IET test flexural frequency measurement as a function of time.

Table 2: Calculated flexural and torsional modes for positions A
and B with initial estimates of elastic properties (E� 208GPa and
]� 0.22).

Specimen dimensions,
length×width× thickness

Flexural
mode (kHz)

Torsional
mode (kHz)

247×12.41× 10.35mm3 1.047 7.054
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Figure 10: First flexural and torsional modes simulated with estimated material properties (a, b) and additional modes such as the first
longitudinal one (c).
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Following the initial modal analysis with estimated
properties, the computed frequencies were parametrised and
optimised with the frequencies measured in the experiment.
Young’s modulus was constricted to a range between
187GPa and 229GPa, while Poisson’s ratio was restricted to
values ranging from 0.1 to 0.3. +e optimisation procedure
varies these two values, attempting to match the computed
frequencies with the measured values in the experiment.

+e relatively minor difference (11%) in the two mea-
sured frequencies considered for the torsional mode resulted
in a significant effect on the computed Poisson’s ratio. For
ff � 1.016 kHz and ft � 6.794 kHz, Young’s modulus is
computed at 193.7GPa, with Poisson’s ratio of 0.248, while
for ff � 1.016 kHz and ft � 7.238 kHz, Young’s modulus is
calculated at 193.6GPa, with Poisson’s ratio of 0.104.
Considering previous data on similar CuCD grades, the
value of ]� 0.248 was deemed to be the physically valid one
and retained for the material model, along with a rounded
Young’s modulus value of 194GPa [13]. +e final values for
Young’s modulus and Poisson’s ratio are shown in Table 3.

3.3. Plasticity-Four-Point Bending Experiment. To model the
material behaviour beyond the elastic regime, a four-point
bending test was performed, allowing for the implementa-
tion of a multilinear hardening model in the numerical
analyses. A Zwick/Roell Z400 universal testing machine was
used for the four-point flexural test in accordance with the
ASTM C651 standard “Flexural Strength of Carbon and
Graphite by Four-Point Loading” [28]. With this experi-
mental setup, as shown in the schematic in Figure 11, the
bending force is applied at two points along the length of the
specimen, which is supported at its extremities. Specimens
with an average length of 30mm, width of 5.3mm, and
thickness of 5.1mm were tested with such a setup.

In the experiment, the bending force is progressively
increased, with the corresponding induced axial strain in the
specimen measured with a strain gauge glued to its surface.
+e maximum bending moment M is deduced from the
force F and the distance between the load application and the
supports L1, byM � (L1F/2). In the linear elastic domain,
the stress distribution through the sample thickness can be
assumed to be linear, and the maximum can be calculated by
σ � (Mh/2I), where I is the flexural moment of inertia and h
is the sample thickness. However, the force-strain relation
measured in the experiment is nonlinear, indicating that
there is a nonlinear stress distribution across the thickness of
the specimen, as shown in Figure 12. +e maximum stress
thus has to be calculated taking into consideration this
nonlinearity. For small curvatures, the axial strain can be
considered to be linearly distributed through the thickness
[7].

+e stress must therefore be calculated out of the general
moment-strain relationship. +e moment can be expressed
as an integration of the stress distribution through the
thickness by

M � b 􏽚
h/2

−h/2
σz(x)xdx, (4)

where x is the vertical coordinate from the neutral axis, b is
the specimen’s width, and h is its thickness (height, i.e., along
x). +e moment can be expressed in terms of the measured
strain as follows:

M εtotmax􏼐 􏼑 � 2b 􏽚
h/2

0
σz

2x

h
εtotmax􏼒 􏼓xdx, (5)

where σz((2x/h)εtotmax) indicates the stress-strain curve which
can be numerically derived, given the applied moment
M(εtotmax) and the measured strain εtotmax. +e problem can be
solved for each measured value of force and strain, resulting
in a piecewise stress-strain relationship, i.e., a multilinear
hardening curve describing the plastic behaviour of the
material, shown in Figure 13. +e material can be seen to
quickly lose linearity and undergoes a significant amount of
plastic deformation as a result of the highly ductile copper
matrix.

Table 3: Young’s modulus and Poisson’s ratio results determined
by the IET optimisation procedure.

Property Symbol Value Uncertainty Units
Young’s modulus E 194 ±32 GPa
Poisson’s ratio ] 0.248 ±0.002 —

F/2F/2

L
L1 L1

Figure 11: Four-point bending experimental setup.

Strain
Stress

Figure 12: Axial strain (linear) and stress (nonlinear) distribution
through the sample thickness.
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One aspect which is not considered in the model is the
compression behaviour of the material, which is assumed to
be identical to that in tension. +is assumption may not be
valid at high compressive strains, at which point the dia-
mond particles may come in contact. In contrast, when the
material is loaded in tension, the bond between the diamond
particles and the copper matrix may be lost.

4. Benchmarking of the Material Model

4.1. HRMT36: .e MultiMat Experiment. CERN’s HiR-
adMat facility is used to test materials used for components
exposed to extreme conditions in CERN’s accelerator
complex [10]. Upcoming LHC upgrades such as the high-
luminosity LHC (HL-LHC) upgrade and the proposed
Future Circular Collider (FCC) require an increase in the
beam energy and thus bring the need for high-performing
materials.+is is especially true for use in components at risk
of exposure to accidental beam impacts, such as collimators
and other beam intercepting devices [29].

Experiments conducted in the HiRadMat facility include
tests on full-scale collimator jaws [29–31] as well as specimens
with simple geometries, allowing the benchmarking of nu-
merical results obtained through numerical analyses [9, 14].
+e HRMT36 “MultiMat” experiment, conducted in October
2017, was designed to offer a reusable platform to test a wide
range of novel materials developed for beam intercepting
devices, impacted by particle beams with energy densities in
the range of those experienced in the HL-LHC [32, 33].

+e test bench hosted 16 target stations, mounted on a
rotatable barrel, with each station having a total length of
1m.+ematerial specimens were mounted in series and had
lengths of 120 or 247mm, with cross sections varying from
8× 8 to 12×11.5mm2. 18 different materials were tested in
total.+e acquisition system included electrical strain gauges
and temperature probes placed on the material specimens,
along with remote instrumentation including a laser

Doppler vibrometer (LDV) oriented towards the top face of
the specimens and a side-mounted radiation-hard high-
definition camera [12].+e dimensions for CuCD specimens
tested and typical positions of strain gauges and thermal
probes are shown in Figure 14.+e target station hosting the
CuCD RHP3434 samples consisted of 4 specimens in series,
each having a length of 247mm (with a 3mm space in-
between specimens) and a square cross section with an edge
length of 10mm. All four specimens were equipped with
longitudinal strain gauges to measure dynamic phenomena
induced by the particle beam impacts.

Other than copper diamond (of which two grades from two
different suppliers were tested), various materials and material
grades were tested in the MultiMat experiment, including 4
grades of MoGr, 3 different coatings (Cu, Mo, and TiN), and
novel carbon-based materials such as highly ordered pyrolytic
graphite (HOPG) and titanium-graphite (TG-1100). +e pulse
intensity to which specimens were subjected to ranged from 1
to 288 bunches, with a typical bunch intensity of 1.3×1011
protons, along with nominal beam RMS sizes of 0.25× 0.25,
0.5× 0.5, and 2× 2mm2. +e three different types of impact
tested were axially centred impacts, offset impacts, and grazing
impacts (where a coating was present).

4.2. Modelling and Benchmarking with Experimental Results.
+e material model for the CuCD RHP3434 grade, con-
sisting of the measured thermomechanical temperature-
dependent properties (Figures 2–5, summarised in Table 1),
dynamic elastic constants from the IET test (Table 3), and
multilinear hardening curve from the four-point bending
test (Figure 13), as shown in the previous sections, was
included in a simply-coupled, implicit dynamic thermo-
mechanical simulation performed in the FEA software
ANSYS. +e material is assumed to be isotropic in nature,
based on previous study of the material [6], and is assumed
to behave in an elasto-plastic manner based on the four-
point bending test presented in this study. Similar analyses
have been performed on other materials tested in the
MultiMat experiment, and information on the thermo-
mechanical modelling aspects in such scenarios is detailed in
previous studies [13, 15]. Similarly, analytical solutions for
the dynamic response of slender beams subjected to thermal
shock have also been studied extensively [34–39].

Figure 15 details the flow of data of the simply-coupled
thermomechanical analysis, starting with the FLUKA energy
deposition maps which volumetrically map the transfer of
energy in the tested material specimens as a result of the
particle beam impact [40]. +is is used as an input in transient
thermal analyses, which compute the temperature in the
specimens as a result of the beam impact.+e thermal analyses
were modelled adiabatically given that the thermal evolution
within the specimen is in the order of seconds, compared with
the dynamic phenomena observed which are in the order of
microseconds [35]. +e mesh size used in thermal analyses
considered the energy density map bin size—in this case, the
mesh consisted of 50 divisions along the longitudinal coor-
dinate and 60 divisions across the cross section, resulting in a
model with 379,181 elements. 3D 20-node, high-order thermal
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Figure 13: Stress-strain diagram for CuCD RHP3434 obtained
from the four-point bending test.
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elements were adopted for this analysis. +is provided a good
balance between accuracy in thermal gradient computed and
computation time.+e thermal analysis consisted of two steps:
one modelling the energy deposition and the other spanning
over a longer time period in order to compute the thermal
evolution across the material.

+e temperature field generated from the thermal
analysis was imported as a thermal load in the transient
structural analysis, which models the dynamic phenomena
measured in the MultiMat experimental campaign. +e
structural analysis consists of three steps—the first covering
the energy deposition period and consisting of 10 substeps,
the second considering the dynamic longitudinal response
and covering five longitudinal wave oscillations, and the
third considering the flexural response, covering three
bending oscillations. +e substep for each phase was set
accordingly depending on the phenomenon of interest, and
the Courant–Friedrichs–Lewy (CFL) condition was con-
sidered to determine the appropriate element size, consid-
ering the speed of sound of the material and the respective
time step. +is resulted in a 247×10×10mm3 model with
15,350 elements and 70,753 nodes. Higher order 3D 20-node
solid elements with quadratic displacement behaviour were
used for the structural analysis. With regards to boundary
conditions, a simply supported configuration was modelled,
restricting vertical movement of the bottom edges at the
extremities of the specimen, as shown in Figure 16 [13].

+e thermomechanical material model adopted in the
analysis was built from measurements discussed in the
Material Characterisation section. Temperature-dependent
values for the linear coefficient of thermal expansion,
density, specific heat capacity, and thermal conductivity
were adopted as shown in Figures 3–6 in the +ermo-
mechanical Characterisation section. Young’s modulus and
Poisson’s ratio were obtained as described in the Impulse
Excitation Technique Test section, while the multilinear
hardening curve was found as shown in the Plasticity-Four-
Point Bending Experiment section. +e material properties
at room temperature are summarised in Table 4.

Beam parameters for the two pulses modelled in nu-
merical simulations, such as pulse duration, intensity,
transverse beam size σ, and vertical offset ηy, are shown in
Table 5. +e first shot had a total intensity of 1.433×1011
protons (1 bunch) and a vertical offset of 3mm, while the
second shot consisted of a longer, central, 12-bunch shot
with a total intensity of 6.880×1012 protons. Modelling two
distinctly different pulses allows one to test the ability of the
formulated material model to simulate different scenarios.
+e calculated energy deposited along the length of the
specimens, along with the temperature along the length of
the specimens following beam impact (i.e., at 25 ns for shot
128 and at 300 ns for shot 132), can be seen in Figure 17.
Note that the temperature line was probed along the beam
impact position, i.e., at a vertical offset of 3mm for shot 128
and along the longitudinal axis of the specimen for shot 132.

ANSYS transient structuralFLUKA ANSYS transient thermal

Energy
deposition

map
Temperature

field

Figure 15: Flowchart detailing flow of data for the weakly coupled thermomechanical analysis.
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Figure 14: Typical dimensions and position of longitudinal strain gauges (black) and temperature sensors (red) on the specimens.
Longitudinal strain gauges are referenced by a BF (bottom face) or RF (right face) notation, and thermal probes are referenced by an LF (left
face) notation.

Z

X

Y

Figure 16: Structural model “simply-supported” boundary con-
dition setup (bold edges constrained in X-direction).

Table 4: Summary of the material model for CuCD RHP3434 at
room temperature.

Property Value Uncertainty Units
Density 5700 ±33 kg·m−3

Specific heat capacity 407 ±12 J·kg−1 K−1

+ermal conductivity 537 ±15 W·m−1 K−1

Coefficient of thermal
expansion 6.19 ±0.2 10−6 K−1

Young’s modulus 194 ±32 GPa
Poisson’s ratio 0.248 0.002 —
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+e most loaded CuCD specimen can be seen to be the
second in the target station—this specimen was chosen to
model the dynamic phenomena in the structural analysis
due to the lower signal-to-noise ratio achieved as a result of
the higher deposited energy and subsequent larger

amplitudes in the propagating waves. Figure 18 shows ex-
perimental measurements obtained from a thermal probe
positioned on the outer surface of the second specimen at a
length of 82.3mm, LF1 in Figure 14, compared with thermal
analysis results for the modelled specimen, probed at the

Table 5: Beam parameters for the studied impacts (pulse 128 and pulse 132).

Pulse no. Pulse duration (ns) No. of bunches Bunch intensity (protons/bunch) Total intensity (protons) σ (mm) ηy (mm)
128 25 1 1.433×1011 1.433×1011 0.5 3
132 300 12 5.733×1011 6.880×1012 0.5 0
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Figure 17: Energy deposited along the length of the specimens in the CuCD RHP target station for shots 128 (a) and 132 (b) and
temperature along the length of specimens for each respective shot (c, d).
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same location. +e thermal probe has a reaction time in the
order of seconds and is not capable of capturing variations of
temperature in the order of microseconds. +is, coupled
with issues related to contact resistance between the thermal
probe and the tested specimens, results in a delay in ex-
perimental measurements to reach the maximum temper-
ature when compared with the numerical analysis. +e
simulation can otherwise be seen to accurately predict the
maximum temperature at the surface of the specimen.

+e temperature field obtained from the thermal analyses
was imported in a structural analysis modelling the material’s
dynamic behaviour upon beam impact. +e dynamic longi-
tudinal and flexural response was modelled by considering a
simply supported specimen (modelling the experimental
setup). Again, the second specimen in the target station (being
the most loaded) was modelled, and results were probed at a
length of 154mm at a point at the centre of the specimen’s
bottom face. +ese results were compared with experimental
results obtained from a longitudinal strain gauge attached to
the specimen at the same position. +e dynamic longitudinal
response for shot 128 probed at a length of 154mm on the
bottom face of the specimen, obtained with the application of
the material model described in the study, is compared with
experimental results in Figure 19. Along with a minor but
measurable difference in amplitude, the main discrepancy
between the two signals can be seen to be in the longitudinal
frequency, with the numerical result having a frequency of
11.8 kHz, compared with an experimental result of 13.0 kHz
(10% difference). +e speed of sound of the material—on
which the frequency is dependent—is a function of the
density of the specimen and the material’s stiffness (Young’s
modulus in the elastic domain or δσ/δε in general).

+e relatively high variability inherent with this type of
material (a result of the large amount of porosity) may cause
a variation of properties between different specimen batches,
e.g., between the ones tested in the characterisation cam-
paign and those tested in the MultiMat experiment. +e
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Figure 18: +ermal analysis results compared with experimental results for shot 128 and shot 132, probed on the surface of the second
specimen at a length of 82.3mm.
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Figure 19: Longitudinal strain for shot 128, probed at a length of
154mm on the bottom face of the second specimen.+e numerical
model with Young’s modulus of 194GPa and the multilinear
hardening model.
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density measured in the characterisation campaign is as-
sumed to be valid since this takes into account the material
porosity suggesting that the variations are results of an
underestimation of the material’s stiffness in the model. +e
material model was thus updated with a higher Young’s
modulus of 220GPa, a value that provides the best fit for
longitudinal and flexural frequencies between experimental
and numerical data, retaining all other properties. Simula-
tion results compared with the experimental result for this
scenario are shown in Figure 20. +e increase in Young’s
modulus results in a ‘compression’ of the waveform (i.e., an
increase in frequency), which leads to a better fit with ex-
perimental data, with an improved longitudinal frequency of
12.6 kHz. +e benefits of using a multilinear hardening
model, rather than an elastic model, can be clearly seen in
Figure 21, which shows the result for a perfectly elastic (i.e.,
no plasticity and not multilinear) model with Young’s
modulus of 220GPa. It can be seen that in this case the
longitudinal frequency is retained to a certain extent, but the
model fails to correctly simulate the high frequency content
of the signal, which can be seen to have a much higher
amplitude than the one observed in the experiment.

With regard to the flexural response, shown in Figure 22,
for the same beam impact (shot 128), the numerical result (with
multilinear hardening and a Young’s Modulus of 220 GPa) can
be seen to overestimate the amplitude of oscillation. +is
discrepancy is addressed by improving thematerial model with
the introduction of Rayleigh damping to the analysis, with a
Rayleigh damping ratio of ζ � 8.61% at 450Hz (the flexural
frequency), for a stiffness coefficient β� 6.088×10−5. +e
resulting waveform can be seen to closely follow the experi-
mentally measured signal. With the implementation of Ray-
leigh damping at the flexural frequency, it can be also seen that
information at higher frequencies is lost.

+e implementation of the multilinear hardening model
already produced a decay in amplitude of numerical results, as
a result of dissipation, in the longitudinal response, as could be
observed by comparing the numerical results in Figure 21 with
those shown in Figure 20. Similarly, for the flexural response,
the numerical results without the use of the Rayleigh damping
coefficient (also shown in Figure 22) can also be seen to exhibit
a reduction in amplitude in both the lower frequency flexural
oscillations as well as in the higher frequency content.
+erefore, a hardening model with a lower yield stress would
induce an earlier plasticisation, which would allow for a degree
of control of dissipation of the signal without requiring the
need to resort to numerical damping.

A summary of the longitudinal and flexural frequencies
obtained through the different models implemented is
shown in Table 6.

+e repeatability of the multilinear kinematic hardening
model adopted was tested by simulating a higher intensity,
central shot (pulse no. 132 in Table 5). +e longitudinal re-
sponses, experimental and numerical, for shot 132, are shown in
Figure 23. Similar to the previously modelled pulse, the sim-
ulation follows the experimental result with a good degree of
accuracy in terms of wave shape, amplitude, and frequency for
the longitudinal wave. +e model can be seen to underestimate
the amplitude of high frequency content in the signal—this can

indicate that the hardening curve adopted is overstating the
dissipation of energy at higher intensities. An additional factor,
which needs to be considered when looking at this discrepancy,
is the inhomogeneity of the material’s microstructure, which is
composed of diamond particles dispersed in a copper matrix.
+e diamond particle size is an important factor, especially
when comparedwith thewavelength of the travellingwave since
internal reflections in the material can become significant and
have an effect on the high frequency content observed in the
measured signal.

5. Discussion

+emultilinear hardeningmaterial model obtained through the
thermomechanical characterisation campaign described in this
study proved accurate in replicating the shape of the experi-
mentally obtained signal, improving on a purely elasticmodel in
terms of longitudinal wave shape and amplitude relative to the
experimentally obtained signal. Despite this, one can see that
Young’s modulus computed from the impulse excitation
technique testmeasurements underestimates the value observed
in the MultiMat experiment measurements. +is is believed to
be a result of the high variability of the material due to the high
level of porosity present, as well as to possible errors in
modelling the plastic part of the hardening curve.

Differences between the longitudinal wave results obtained
experimentally and those generated numerically can be ob-
served in terms of high frequency dissipative effects, as observed
in Figure 23. +is discrepancy suggests that the hardening
model adopted does not encompass the full range of behaviour
of thematerial, which is represented as a homogeneous entity in
the numerical analyses conducted. On a mesoscale level, the
material is actually composed of diamond particles dispersed in
a copper matrix. +is results in stress waves propagating
through the material having to travel from one medium to
another, which results in the wave splitting into respective
transmitted and reflective portions in accordancewith the shock
impedance of the two constituents of the material. +e lon-
gitudinal signal in experimental results can be seen to reduce in
amplitude significantly following the first oscillation, which
could similarly be related to this phenomenon. As mentioned,
in this study, the effects mentioned were treated in a homo-
geneous model through the application of damping and the
modification of the yield stress of thematerial, which results in a
loss of energy and thus a dissipation of the propagating waves.
+is is fundamentally different from the wave-particle inter-
action discussed since in this case themechanism in play is wave
dispersion at the particle-matrix interface.

+e following considerations are hence proposed for
future study of the material:

(i) +e modelling of internal material effects

Longitudinal strain signals measured experimentally can
be seen to decay as the wave propagates through the ma-
terial. +is phenomenon is believed to be a result of the
inhomogeneous mesoscale structure of CuCD, which is
composed of diamond particles (with particle size varying
between 40 and 200 μm) in the copper matrix, resulting in
the stress waves propagating through the medium being split
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into transmitted and reflected portions, depending on the
shock impedance of the two materials, resulting in the
perceived decay of the signal. While such a phenomenon
conserves the total energy of the system, dissipative effects
related to internal friction are also believed to be contrib-
uting to this decay. +e effects related to the microstructure
of the material can be studied by modelling the diamond
particles on a mesoscale level, continuing on the work
proposed by Carra [5]. Figure 24 shows a schematic of a

homogeneous and a mesoscale model, the former assumes a
material behaviour which is constant across the geometry,
while the mesoscale model attempts to model the real-life
scenario where, in the case of CuCD, diamond particles are
dispersed in a copper matrix.

(ii) Strain rate and temperature-dependent testing

+e presented thermomechanical characterisation cam-
paign (excluding the IET test) tested the material in quasi-static
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Figure 20: Longitudinal strain for shot 128, probed at a length of 154mm on the bottom face of the second specimen.+e numerical model
with Young’s modulus of 220GPa and the multilinear hardening model.

0 50 100 150 200 250 300 350 400
Time (µs)

–100

–50

0

50

100

150

St
ra

in
 (µ

m
/m

)

Experiment
Simulation

Figure 21: Longitudinal strain for shot 128 with a linear elastic model (E� 220GPa), plotted against experimental data measured at a length
of 154mm on the bottom face of the second specimen.
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Figure 22: Flexural response for the multilinear model with E� 220GPa with and without Rayleigh damping for shot 128, probed at a length
of 154mm on the bottom face of the second specimen.

Table 6: Comparison of measured experimental frequencies with numerical results from perfectly elastic andmultilinear hardeningmodels.

Experiment
Simulation multilinear hardening

model
Simulation elastic

model
Simulation multilinear hardening

model
E� 194GPa E� 220GPa E� 220GPa

Longitudinal frequency
(kHz) 13.03 11.8 12.2 12.6

Flexural frequency (Hz) 452 434 444 455
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Figure 23: Longitudinal strain for shot 132, probed at a length of 154mm on the bottom face of the second specimen.+e numerical model
with Young’s modulus of 220GPa and the multilinear hardening model.
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conditions at room temperature, which can result in a dif-
ference in material behaviour compared with the dynamic
conditions induced by sudden particle beam impacts.+e split-
Hopkinson bar test is designed to characterise material be-
haviour at elevated strain rates and temperatures [41], allowing
for the formulation of strength models, such as the John-
son–Cook and Zerilli–Armstrong models, which describe the
material behaviour at extreme conditions. A split-Hopkinson
bar test on CuCD RHP3434 samples will be conducted.

Additionally, future wave propagation problems and
analyses could benefit from deviating from the finite ele-
ment method. Alternatives based on machine learning
exist, such as isogeometric analysis (IGA) and mesh-free
methods. In such analyses, approximations for partial
differential equation solutions can be found with an energy
approach via the application of deep neural networks
(DNNs) [42, 43]. An IGA approach provides some ad-
vantages with respect to FEA, namely, eliminating the
geometric approximation error and reducing dissipation
errors and numerical dispersion [44]. Finally, a sensitivity
analysis quantifying the influence of all uncertain input
parameters on the model’s outputs would contribute in
determining the impact of experimental uncertainty on
results [45].

6. Conclusions

Copper diamond is a novel composite material currently
being developed for possible implementation in the colli-
mation system for use in future upgrades of the LHC and
new particle accelerators, such as the high-luminosity LHC
upgrade and the Future Circular Collider.

+is study presents a material characterisation cam-
paign for the material, conducted at CERN, mainly
composed of measurements of temperature-dependent
material properties, testing for the elastic properties of the
material, and testing of the plastic behaviour of the ma-
terial. +e material model was then implemented in a
simply-coupled thermomechanical analysis performed in
ANSYS, the results of which were benchmarked with
experimentally measured data from the MultiMat ex-
periment conducted in CERN’s HiRadMat facility. +e
homogeneous model implemented was able to replicate
the longitudinal wave shape and amplitude, with some

discrepancies observed in terms of the high frequency
content in the longitudinal signal. +is is believed to be a
result of a combination of factors, namely, an overesti-
mation of the plasticity induced in the material, as well as
mesoscale effects related to the interaction of stress waves
with diamond particles having a diameter which is close to
the wavelength. With this in mind, a number of con-
siderations for future study of the material are proposed,
namely, the effect of the yield stress and plasticity on the
dynamic material response, the modelling of internal
material effects by considering the mesoscale structure of
the material, as well as further testing of the material at
high strain rates and temperatures.
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