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Abstract

The modern hyper-connected world brings with it an unprecedented rise in fake
and hyperpartisan news, with anyone connected online harnessing the power of
producing such fabricated information. Hyperpartisan news can be defined as ex-
tremely one-sided or biased news towards or against an entity. It differs from fake
news by often exaggerating and sensationalising real-life events. With the spread
of such malicious information, the otherwise subjective opinion of vulnerable con-
sumers is compromised, twisted and possibly manipulated by some ulterior agenda
- resulting in unprecedented and damaging outcomes as already seen in now world-
wide known incidents.

We hence give our contribution to addressing this issue by introducing Hy-
perPT, a classification system for the automatic detection of hyperpartisan news
articles. Throughout this study we experiment with a number of data representa-
tions, classification algorithms and external article features with the aim of creating
an accurate and reliable classification system. In doing so gaining further insight
into the nature of the hyperpartisan news article.

From our experiments we conclude on an SVM-based classification system work-
ing on article features represented as deep contextualised ELMo embeddings. More-
over, we test the addition of sentiment within the classification while also experi-
menting with different news article lengths. Explainability A.I. is used to interpret
the model’s decision-making and determine the influence of the article features on
the classification. Finally we compare our system with the current state-of-the-art,
achieving a mean accuracy score of 0.8220 to the other’s 0.8404. In doing so we
hence present an alternative system for the classification of hyperpartisan news ar-
ticles.
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Introduction

During the 2016 United States elections, a data analytics company by the name of Cam-
bridge Analytica is alleged to have purposely fabricated and spread false and targeted
news with the aim of altering the outcome of the elections and possibly also the result-
ing Presidency [Berghel (2018)]. The firm is alleged to have exploited a vulnerability
in a Facebook App allowing them to not only gather data on the users using the ap-
plication, but also on all of their Facebook friends. The personal profiles of around 50
million people were exposed and targeted by specific, biased and hyperpartisan adver-
tisements - personalised towards the different classes of profiles mined from this breach,
potentially effecting the people’s perception and voting at a mass scale throughout the
elections [Berghel (2018); Cadwalladr and Graham-Harrison (2018a,b)].

1.1 | Motivation
Hyperpartisan news is defined as extremely one-sided, or biased news [Potthast et al.
(2018)]. It is often pushed by a hidden agenda towards or against a specific entity or
group of entities. Hyperpartisan news typically makes use of overly dramatic headlines
and inflammatory wording with the aim of quickly capturing the reader’s attention.
News is reported with a degree of bias, with the author frequently including opinion-
ated commentary on the reported material.

Different to fake news - which can be considered as containing a degree of fabri-
cated untruths, hyperpartisan news often reports on actual, authentic events, although
in a biased way. Despite this, both fake and hyperpartisan news articles typically con-
tain the use of inflammatory and sensationalised vocabulary [Potthast et al. (2018)].
Fact-checking, a useful tool for the evaluation of fake news, is not a potent solution
for hyperpartisan news, which due to the exaggerated reporting of real events, makes
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Chapter 1. Introduction 1.1. Motivation

the detection of such news even more challenging. Two snippets, one of a hyperparti-
san, and the other of a non-hyperpartisan news articles can be respectively examined in
Figure 1.1 and Figure 1.2.

Figure 1.1: A sample hyperpartisan news article1- labelled through crowd-sourcing.

Figure 1.2: A sample non-hyperpartisan (neutral) news article2- labelled through crowd-
sourcing.

In Figure 1.1, strong words such as infamous, brags, impunity are used, while unneces-
sary opinionated expressions like just in case the president had any doubts are also present.
Moreover, the then president of the United States, Donald Trump, is referred to simply
by his name. This contrasts to the concise approach employed in Figure 1.2, where both

1‘Access Hollywood’ to Trump: The tape is ‘very real’ - www.dailydot.com [Last Accessed: 07-2020]
2Trump Tweets: ’We Will Be Taking Strong Action Today’ on SW Border - www.cnsnews.com [Last

Accessed: 07-2020]

2

https://www.dailydot.com/debug/trump-access-hollywood-tape-real/
https://www.cnsnews.com/news/article/susan-jones/trump-tweets-we-will-be-taking-strong-action-today-sw-border


Chapter 1. Introduction 1.2. Proposed Solution

the headline and the article body are clear on their message, and the same individual is
addressed by his full title (President Donald Trump).

The emergence and widespread distribution of hyperpartisan news inspires us to
explore this domain from the lens of A.I., putting to use the power of Machine Learn-
ing (ML) [Michie et al. (1994)] at attempting to provide a pragmatic and efficient tool
against the spread of such malicious information. Without these tools the sharing of
hyperpartisan news goes uncontrolled, quickly overshadowing genuine, neutral news
with its dramatic and sensationalised nature. Moreover, readers themselves often share
such news with their peers before actively checking for authenticity, further speeding
up the sharing process [Tambuscio et al. (2015)].

One finds notable progress already made in addressing both fake news and hyper-
partisan news [Kiesel et al. (2019); Potthast et al. (2018)]. In the domain of fake news
we see approaches tackling the spread, stylistic writing and content within, with the
hopes of detecting such news early on, hindering its tendency to quickly spread and
affect consumers online. Being arguably less known than fake news, we see this as an
opportunity to pitch in our contribution in detecting hyperpartisan news - building on
promising published work with the idea of further improving on the state-of-the-art and
expanding on existing research. In doing so, we aim at not only introducing an efficient
and reliable hyperpartisan news detection system, but also at examining the very nature
of the hyperpartisan news article, with the hopes that this would inspire us along with
fellow researchers, to extend on the existing research.

1.2 | Proposed Solution
In detecting hyperpartisan news articles, we feel that due to the often dramatic and sen-
sationalised nature of such articles, the content within the article and its style of writing
is the best medium to analyse. We hence form this challenge as a Machine Learning
(ML) classification problem, where we represent the article data features as numerical
vectors which are then passed to a classification algorithm, in turn giving us a corre-
sponding prediction label defining whether the inputted document is hyperpartisan or
neutral.

Being the direct medium upon which the classification process is performed, the fea-
tures within a hyperpartisan news article are crucial to an accurate and reliable classifi-
cation. One must first sufficiently clean the dataset from any noise and inconsistencies
before classification takes place. Moreover, representation techniques converting the
otherwise textual data being passed to the classifier are themselves a crucially impor-
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tant step throughout the whole classification process. As we see further on in Chapter 4,
both data preprocessing and the corresponding data representations are pivotal to the
overall performance.

Expanding further on the features making up the news articles, we feel that direct
interpretation of the classifiers’ decision-making through explainability algorithms may
allow us to determine precisely the logic responsible for the classifier’s behaviour lead-
ing up to such a classification. In other words, we define the article features contribut-
ing, or opposing, to the resulting classification label.

Thorough experimentation is considered, testing different lengths of hyperpartisan
news articles along with the inclusion and exclusion of the article title. Such tests are
performed with the intention of determining whether short texts such as tweets or sim-
ply article headlines can also be hyperpartisan, and whether the full length of a typical
hyperpartisan news article would be necessary for reliable detection of such content. In
doing so, one would be more knowledgeable as to which article lengths tend to be more
prone to hyperpartisanship, and whether simpler forms of text are also vulnerable to
such malicious information.

Furthermore, the sensationalised writing typically associated with hyperpartisan
news raises interest as to the potential role sentiment may play in the detection of such
news. Basing on the observations of similar systems [Kiesel et al. (2019)] that heavy
sentimental elements tend to be present within such texts, we take into consideration
the detection of sentiment within hyperpartisan articles and find a way of testing them
integrated along with the rest of the detection process.

Finally, we evaluate three promising classification algorithms (Random Forest [RF],
Support Vector Machine [SVM] and Convolutional Neural Network [CNN]) currently
in use in both similar systems on the same area of research and imported from other
disciplines. We compare the performance of these algorithms with that of one another
along with similar published work in order to settle on the best performing classification
model, thereby developing and evaluating our hyperpartisan news article classification
system.

1.3 | Aims and Objectives
Through our proposed solution discussed in Section 1.2, we hence intend to create a
pragmatic and reliable hyperpartisan news detection system. In doing so, we aim at
gaining insight into the nature of the hyperpartisan article itself, with the hopes that
this may further aid us and future research in improving the work conducted.
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We hence divide our project into five individual yet complementary objectives which
we plan to address in order to achieve our main goal:

1. Features of a Hyperpartisan news article: Discover the most salient features indicat-
ing that a news article is hyperpartisan. Some features may prove to have more
influence on the classification outcome than others. In analysing the saliency of
each feature, we could determine which features are the most important.

2. Sentiment of a Hyperpartisan news article: Experiment with different sentiment in-
tegration techniques and examine their effects on the detection of hyperpartisan
news articles.

3. Minimum length of text for an article to be Hyperpartisan: Determine the least amount
of textual data that is required for an article to be classified as hyperpartisan. Does
the title suffice, or does the article body play a crucial part as well? If so, what is
the ideal body length?

4. Classifier for Hyperpartisan news articles: Harnessing the knowledge acquired from
the previous points, research and develop the best performing classification sys-
tem for the detection of hyperpartisan news articles.

5. Interpretation of the Classifier: Use the capabilities brought forward by Explainable
A.I. - specialised methods capable of analysing the classifier and its logic, to inter-
pret the model’s decision-making behind its classifications. In doing so one could
then determine the model’s generalisation capabilities and its reliability.

With the data features and preprocessing stages playing such a pivotal role within
the classification process, we feel that the attention given to the typical characteristics of
hyperpartisan articles (as detailed in the first three objectives) is of benefit to both our
study and future work. We therefore take into consideration not only the article textual
features, but also the sentiment, length of the article body, and role of the article title
- with the hopes that these would provide further insight into the importance of such
attributes.

Moreover, we evaluate three classification algorithms, the RF, SVM, and CNN. These
three approaches are chosen from research conducted on related work purposely for the
classification of hyperpartisan news articles. In evaluating these classifiers we monitor
their accuracy and performance while also using specialised approaches for the direct
interpretation of the model’s behaviour. In doing so we aim at determining whether
the model’s approach is as intended, while also attempting at predicting its expected
performance with the classification of new data samples.
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1.4 | Research Contributions
In tackling the objectives highlighted in Section 1.3, we introduce HyperPT - our con-
cept for a hyperpartisan news article detection system. We aim at improving on already
published research, focusing on the features within hyperpartisan news articles and em-
ploying ML techniques to create a reliable classification system. Such a system would
need to have the capability of assessing whether an article is of a neutral or hyperpar-
tisan nature. In building the HyperPT system, we attempt at tackling two individual
aspects simultaneously; the proposal and building of an accurate and reliable classifica-
tion system, and the discovery of further knowledge of the typical nature of hyperpar-
tisan news content.

In conducting our study, we research reputable classification solutions within the
ML discipline and moreover in the detection of hyperpartisan news content. Following
our research, we choose the Support Vector Machine (SVM), Random Forest (RF) and
Convolutional Neural Network (CNN) as our three candidate classifiers. Tests are per-
formed with a number of data preprocessing and various feature representation tech-
niques - both those of a traditional nature (Bag-of-Words [BoW], Term Frequency - In-
verse Document Frequency [TF-IDF], Part-of-Speech Taggings [POS-Tags]) and those
more associated with modern Deep Learning approaches, namely word embeddings
(Word2Vec, GloVe, ELMo, and BERT).

We compare the performance of the RF, SVM and CNN; 1) Finding the optimal fea-
ture representation and hyperparameter configuration for maximising the classification
accuracy of each classifier, 2) Comparing and contrasting the classical ML classifiers
with the more elaborate DL [LeCun et al. (2015)] classifiers, and finally 3) Choosing the
best performing system among the three classifiers, after evaluating the techniques’ per-
formance and results acquired in the second step. Experiments conducted compel us to
settle on the SVM classifier (Chapter 4), in doing so giving our thoughts on the reasons
behind the clear performance superiority over the two other candidates.

Simultaneously with the experiments above, we explore both the hyperpartisan ar-
ticle textual features and external characteristics, namely sentiment, the article title and
length of article body. Inspired by similar work and the sensationalised nature typically
found within such articles, we particularly experiment with different incorporations of
the sentiment within, integrating sentiment score and labels in several configurations
among the internal features defining the original articles. With the unexpected hin-
drance to the system performance resulting from the addition of sentiment, we hypoth-
esise on the underlying explanations.

Finally, we implement and evaluate a model explanation technique known as Layer-
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wise Relevance Propagation (LRP) to interpret the decision-making of our classification
models - particularly the SVM and the CNN. This in itself gives us two benefits; the
first and most obvious is that it allows us to gauge the performance of the classifier,
determining whether it is working as intended and if is capable of generalising to new
data samples. Simultaneously however, this also allows us to explore the news article
features and their saliency within the classification. Analysing the acquired saliency
results, we notice a correlation between entities (namely individuals and events) ad-
dressed within the articles and the corresponding hyperpartisan labels.

1.5 | Document Structure
Throughout this document we describe our approach to implementing the HyperPT
study into five chapters as follows:

1. Introduction - Throughout the Introduction, we have discussed the problem pre-
sented by fake and hyperpartisan news articles. We have proposed five main ob-
jectives which we aim to tackle, thereby not only presenting an accurate and reli-
able classification system, but also exploring further the nature of hyperpartisan
news articles.

2. Background and Literature Review - Before delving into the proposed system,
we first provide a concise background on algorithms and approaches which are
in some way relevant to the project. This is followed by an elaborate review of
related work, highlighting systems employing solutions for the detection of fake
and hyperpartisan news articles.

3. System Methodology - The system methodology is presented and discussed, where
we detail our approach, reasoning behind decisions taken, and physical imple-
mentation of the system. Visualised also as a flowchart, we discuss the three main
components making up the HyperPT system, along with smaller subcomponents
utilised ad hoc as preprocessing and runtime steps.

4. System Evaluation and Discussion - We evaluate the three proposed classifica-
tion algorithms by comparing them altogether. Tests are performed using a range
of different data preprocessing and representation techniques, including the addi-
tion of sentiment features. Finally, the LRP explainability algorithm is evaluated,
before utilised for determining the article feature saliency.
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5. Conclusions - Throughout this conclusive chapter, our final remarks on the Hy-
perPT project are given. We discuss the implemented system, its limitations and
potential future work - which would undoubtedly further extend and improve on
the work conducted here.

8



2

Background and Literature Review

Having discussed the reality behind hyperpartisan news articles and the problem they
entail, we introduced our system, HyperPT, for the detection of such malicious con-
tent. Before delving further into the system and its components, we now give a concise
background on technologies and approaches which are either an inspiration to, or are
directly used within HyperPT.

Throughout this chapter, we first examine the SemEval Hyperpartisan News Arti-
cles Dataset (Section 2.1), which is the main and only dataset upon which the HyperPT
system is built. We proceed by discussing feature preprocessing and representation
methods in Section 2.2. A selection of classifiers is analysed in Section 2.3, thereby com-
pleting the baseline classification system.

The subsequent two sections; Section 2.4 and Section 2.5, would then respectively
focus on sentiment features and model explainability. This is followed by an overview
of the project’s evaluation criteria, discussed in Section 2.6. Finally, in Section 2.7 we
present a review of related systems employing the approaches detailed previously (or
similar techniques). With this we conclude the chapter and proceed to the design and
implementation process, detailed in Chapter 3.

2.1 | Hyperpartisan News Article Dataset
Before delving into the algorithms themselves, we first discuss the dataset supplying
us with both hyperpartisan and neutral labelled articles. In Section 2.1.1 we discuss the
PAN SemEval Hyperpartisan News Detection [Kiesel et al. (2019)] competition, a chal-
lenge through which the organisers introduce the Hyperpartisan News dataset, while
kickstarting research on the topic of hyperpartisan news detection. The corresponding
dataset is thoroughly discussed right after in Section 2.1.2.
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2.1.1 | PAN SemEval Hyperpartisan News Detection
PAN1 is a series of scientific events and a community of shared knowledge on digital text
and stylometry. Among the range of hosted competitions, one finds the PAN SemEval
Hyperpartisan News Detection competition2, held in 2019.

The objective of the task is simple, given a dataset consisting of labelled mainstream
and hyperpartisan news articles, create a system which is able to efficiently and reli-
ably distinguish between the two. In all, 42 teams took part, with Jiang et al. (2019),
also known as team Bertha Von Suttner, achieving a classification accuracy of 0.84 and
winning the SemEval Hyperpartisan News Detection competition.

2.1.2 | PAN SemEval Hyperpartisan News Dataset
The dataset3 presented for the PAN SemEval Hyperpartisan News Detection is assem-
bled by Kiesel et al. (2019). It is split into two parts, known as the By-Article collection
and the By-Publisher collection.

Both collections within the dataset contain articles of both left-wing and right-wing
agendas, yet since both agendas have been shown to share more stylistic similarities be-
tween them than with mainstream news [Potthast et al. (2018)], we refrain from taking
into consideration any political sides, and focus our full attention on the binary classifi-
cation of whether an article is hyperpartisan or neutral.

The By-Article collection consists of 1273 articles labelled through crowdsourcing on
an article basis. In other words, each article is peer-reviewed by multiple individuals,
with an overall agreement on whether it is of a hyperpartisan or neutral nature. Of these
articles, solely 645 are made public (and used by external studies such as ours), with the
rest being maintained privately for the evaluation of competing systems. Of these 645,
37% (238) are hyperpartisan, with the other 63% (407) of articles being mainstream.

The By-Publisher collection on the other hand is significantly larger and consists of
754, 000 articles; 600, 000 of which are released as a public dataset, with the remaining
being split into a public validation set (150, 000) and a private evaluation set (4000).
All of these sets consist of 50% hyperpartisan and 50% mainstream articles. Different
to the By-Article collection, these articles are labelled by the overall bias label of their
publishing source, as given by BuzzFeed journalists and MediaBiasFactCheck4. This

1 PAN Scientific Events - pan.webis.de [Last Accessed: 07-2020]
2 PAN SemEval Hyperpartisan News Detection (2019) - pan.webis.de/semeval19 [Last Accessed: 07-

2020]
3 PAN SemEval Hyperpartisan News Dataset - www.zenodo.org [Last Accessed: 07-2020]
4 MediaBiasFactCheck - www.mediabiasfactcheck.com [Last Accessed: 07-2020]
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Figure 2.1: A sample hyperpartisan-flagged news article5in XML form as supplied by
Kiesel et al. (2019) for the SemEval Hyperpartisan News Detection competition and the
public.

implies that a hyperpartisanship label is assigned to the publishing entity, with all of its
published articles inheriting the same label.

The dataset is made available publicly following the SemEval event, and is down-
loadable on request. We acquired it in XML format (as shown in Figure 2.1), with plans
to give our contribution to the field of hyperpartisan news detection, evaluating our
system on the same grounds as other published systems. Each article in XML form con-
sists of a unique article ID, article title, date of publication, article URL and the article
body. A separate XML file known as the ground truth is provided, containing the corre-
sponding hyperpartisan labels for each article. Each article label is of a Boolean nature,
indicating whether the article is hyperpartisan (True) or neutral (False).

Inside the article body, one often finds links to other related webpages [Jiang et al.
(2019); Ning et al. (2019)]. These are represented using the URL <a href> tag, and sit
among the rest of the article textual features. Moreover, being directly scraped off web-
pages, other unwanted text such as advertisements is sometimes included with the ar-
ticle body. We observed that a distinguishing factor between these types of texts and
the actual article body is the <p> tags, since article-relevant body text is typically found
within these tags.

2.1.2.1 | Dataset Labelling for Classification

As reported by a number of participating teams [Alabdulkarim and Alhindi (2019);
Hanawa et al. (2019); Palić et al. (2019); Yeh et al. (2019)], the By-Article collection within
the dataset is notably more reliable in its labellings than the By-Publisher, resulting in a

5Trump Just Woke Up & Viciously Attacked Puerto Ricans On Twitter Like A Cruel Old Man - www.
bipartisanreport.com [Last Accessed: 07-2020]
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substantially better training dataset and better classifier performance. The authors sug-
gest that this is since labelling performed on the By-Article collection is personalised to
each article, while labelling on the By-Publisher collection is done as an aggregate pro-
cess based on the typical bias of the publishing entity. This is despite the varying levels
of hyperpartisanship across the published articles - since it is unlikely for every article
to have the same consistent levels of hyperpartisan bias.

Poor or inconsistent labelling containing high degree of noise makes it more diffi-
cult for the classifier to train and generalise properly on the training data - as is appar-
ent in research conducted by similar systems. Indeed one observes large performance
discrepancies among the same classification systems when trained on the By-Publisher
collection to when trained on the By-Article [Kiesel et al. (2019)]. Palić et al. (2019) train
an SVM classifier on both collections, with the By-Article achieving accuracies upwards
of 75% and the By-Publisher in the ranges of 58% to 62%. Similarly, one finds systems
such as Jiang et al. (2019) and Isbister and Johansson (2019) which boast state-of-the-art
performance when training on the By-Article collection, yet suffer significantly on the
By-Publisher. Other studies choose to ignore the latter collection altogether [Kiesel et al.
(2019)].

One finds various approaches in trying to address the limitations imposed by poor
data labelling. Several systems use just segments of the By-Publisher collection in or-
der to aid in the classification process. Hanawa et al. (2019) extract N-grams from the
By-Publisher collection in order to assemble a phrase set to be used as features along
with the primary classification on the By-Article collection. Similarly, Drissi et al. (2019)
use the By-Publisher collection for further training following initial training on the By-
Article collection.

Alternatively, similar systems attempt at de-noising and re-labelling the data points
available within the dataset. Lee et al. (2019) use pseudo-labelling, a semi-supervised
learning approach, to filter out noisy labels from within the By-Publisher collection by
approximating new labels. In doing so, the authors extract a de-noised dataset of around
32, 000 articles. On Similar terms, Pérez-Almendros et al. (2019) train two SVMs and a
BiLSTM on the By-Article collection, before applying them as a meta-classifier on the
By-Publisher collection. In this way, articles having the corresponding label matching
the classification are kept, while all others are discarded.

The newly emerging discipline of Explainable A.I. (XAI) [Goebel et al. (2018); Samek
et al. (2017)] may provide further tools with which one is able to determine the quality
of the labels and the levels of noise within a dataset. In case of having a dataset with a
volume of noisy labels, as is reportedly the case for the By-Publisher article collection,
XAI can be used to analyse the classifier’s decision-making and determine whether the
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logic behind it is both correct and reliable [Gade et al. (2019); Goebel et al. (2018)]. In
this way one could identify pivotal features within the classification, and fine-tune the
classification system accordingly. Having a fine-tuned system, one could then compare
the noisy dataset labels with those predicted, and replace the noisy labels with the newly
predicted ones, thereby attempting to de-noise the dataset.

Being a novel subject within the area of A.I., we do not, at the time of writing, find
any published work attempting to use this method for the de-noising of the SemEval
Hyperpartisan By-Publisher article collection. Having said so, one does find a minority
of similar systems [Amason et al. (2019); Zhang et al. (2019)] employing XAI for the
identification of salient features, as discussed further in Section 2.7.4.

With a limited amount of time available for the project development, we employ
solely the By-Article collection for the detection of hyperpartisan news articles. We de-
cide against incorporating the By-Publisher collection as well since this would enlarge
the already elaborate scale of the project. Having said so, we do think there is poten-
tial in considering, as future work, the de-noising and integration of the By-Publisher
collection within the classification of hyperpartisan news articles.

With a concise overview of the Hyperpartisan dataset, in Section 2.2 we now pro-
vide an elaborate background on the techniques used in building the HyperPT study,
discussing the methodology behind each approach.

2.2 | Preprocessing and Representation of Hyperparti-
san News Article Features

The extraction, selection and preparation of data features is a crucial part of the process
in addressing any ML problem - in our case; the prediction of hyperpartisan articles. The
performance of any classification model strongly depends on the condition and quality
of the features it is given. It is thereby important that data is cleaned and represented in
such a way that is optimised and ideal for the classifier to work with.

In Section 2.2.1 we examine the preprocessing typically applied to textual features
before textual classification tasks. In Section 2.2.2 we then examine traditional and
DL feature representation approaches for textual data. Traditional systems include the
widely used Bag-of-Words and TF-IDF approaches, among others, while coming to DL,
we then open up on the concept of Word Embeddings.
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2.2.1 | Data Preprocessing for Hyperpartisan News Articles
Before being effectively processed by a classification system, data features typically pass
through a preprocessing layer, in order to be refined as much as possible. When working
with textual features, data preprocessing and cleaning often entails:

� Removal of stopwords

� Removal of punctuation

� Lowercasing of features

� Reducing features to their stem or lemma

Stopword Removal: Stopwords are defined as words which are equally common in
both documents relevant to a query and documents which are non-relevant [Wilbur
and Sirotkin (1992)]. In other words, they are common features which do not typically
give any relevant information on a specific subject, but are simply in the text to complete
the lexical structure of the language. The Natural Language Toolkit (NLTK) [Bird et al.
(2009); Loper and Bird (2002)] is an open source language toolkit which comes precon-
figured with a list of 127 English stopwords (some of which are displayed in Table 2.1)
which is often used to easily clarify which words to exclude from a given text snippet.

do but at
does if by
did or for
doing because with
a as about
an until against
the while between
and of into

Table 2.1: A sample of 24 stopwords within NLTK for the English Language.

Punctuation Removal: In tokenising the features of a given text, punctuation may also
be removed [Ning et al. (2019); Zehe et al. (2019)]. Along with the removal of stopwords,
this step further cleans the textual features, reducing them to individual words as show-
cased in Figure 2.3. Typically, one simply removes the punctuation characters within a
text snippet, or replaces each oneċ with a white-space.

6‘Access Hollywood’ to Trump: The tape is ‘very real’ - www.dailydot.com [Last Accessed: 07-2020]
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Figure 2.2: A sample hyperpartisan-flagged news article6title with and without punctu-
ation.

Feature Lowercasing: One may also consider lowercasing all words such that any up-
percased or capitalised words are ’normalised’ to lowercase along with the rest of the
corpus. We find systems such as Shaprin et al. (2019) and Sengupta and Pedersen (2019)
employing such procedures for the cleaning of hyperpartisan articles.

Feature Stemming: Moreover, stemming reduces each word to its root form by remov-
ing its suffix. In doing so, words which inherently carry the same meaning yet are writ-
ten differently are reduced to their common root, thereby reducing the data complexity
and removing any possibility of the words being understood, and treated, differently.
Stemming is adapted to the field of hyperpartisan news classification by systems such
as Cruz et al. (2019) and Palić et al. (2019).

Porter’s Stemmer [Jones and Willett (1997); Porter et al. (1980)] and Snowball [Porter
(2001)] are two well-known stemming algorithms. Simply removing the suffix from the
word, Porter’s Stemmer is considered as a more basic (nonetheless effective) stemmer.
Snowball (also known as Porter2) is universally considered as a better, more aggressive
stemmer to Porter’s [Wiese et al. (2011)]. It does not simply remove the suffix of the
word, but also considers the context of the word and the lexical rules of the language in
which it is written. Moreover, multi-language support and faster execution times to its
predecessor are features of Snowball.

Figure 2.3: A sample of few words reduced to their stem using the Porter’s and Snowball
Stemmers. Source: The English (Porter2) stemming algorithm7.
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Feature Lemmatisation: An effective alternative system to stemming is lemmatisa-
tion. Lemmatisation makes use of lexical databases such as WordNet [Miller (1995)] to
remove inflection from a given word and reduce it to its lemma (dictionary form), typi-
cally achieving better results than stemming [Balakrishnan and Lloyd-Yemoh (2014)]. It
is a more elaborate process than stemming since the Part-of-Speech (POS) of each word
is taken into consideration.

This added complexity is however often preferred to stemming, with studies such
as Joo and Hwang (2019) and Palić et al. (2019) effectively incorporating lemmatisation
in order to reduce the complexity of terms making up news articles provided for hy-
perpartisan classification. In building the HyperPT system, we decided on employing
lemmatisation due to its reliability and ready to use NLTK support for the WordNet
lemmatiser8.

2.2.2 | Feature Representation for Hyperpartisan News Articles
Having discussed data preprocessing adapted within HyperPT, we now examine some
of the most prominent and widely used feature representation approaches for textual
data in the field of NLP and more specifically the detection of hyperpartisan articles.
In Section 2.2.2.1 we first examine traditional approaches, giving a concise overview
of each. Approaches discussed are the BoW model, TF-IDF and POS-Tagging. This
is followed by Section 2.2.2.2 where we discuss word embedding technologies for DL
models, namely Word2Vec, GloVe, ELMo, and finally BERT.

2.2.2.1 | Traditional Feature Representation Approaches

Bag-of-Words (BoW): A very common approach for textual features representation is
stripping a textual body of its structure, representing it as a list of unique words coupled
with their frequency of appearance throughout the document. This is known as the Bag-
of-Words (BoW) model and is a very popular feature representation method for textual
data [Amason et al. (2019); Bestgen (2019); Potthast et al. (2018); Saleh et al. (2019)].
The BoW model is easy to understand, simple to implement and an effective baseline
approach for the representation of textual features. Due to the simplistic nature of the
BoW model, one does not get any insight into the importance of textual features besides
the number of occurrences of each word contained within. Therefore unique, important
words and common unimportant ones are treated with the same prominence - if not less
due to the more frequent occurrences of the latter.

7The English (Porter2) stemming algorithm - snowball.tartarus.org [Last Accessed: 07-2020]
8NLTK Stemming & Lemmatisation - www.nltk.org [Last Accessed: 07-2020]
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Term Frequency - Inverse Document Frequency (TF-IDF): TF-IDF [Jones (1972); Wu
et al. (2008)] is a feature representation which reduces the importance value of a term the
more common it is throughout all of the corpus, thereby highlighting words which are
common to a document yet rare across the rest of the dataset as important, and common
words all throughout as insignificant.

TF-IDF calculates the weight of each feature based on two calculations. First, the
normalised term frequency (TF) inside of the document is computed. To do so we take
the number of occurrences of a term t inside of a document d, and divide it by the total
number of words (t′) inside the same document. The TF measure [Salton and Buckley
(1988)] is formally defined in Equation 2.1.

t f (t, d) =
f t,d

∑
t′

f t’,d
(2.1)

The second measure is the inverse document frequency (IDF). It is defined by the log
of; the total number of documents divided by the number of documents containing the
term t. Thereby we give weight to the term depending on the amount of documents to
contain it. If a word is very common among the set of documents, the weight given will
be small, while if the contrary, the weight will be large (implying more importance).

Formally, the IDF calculation is given as shown in Equation 2.2, where we have the
term t, the total number of documents D and the number of documents containing t, dt.

id f (t) = log
D
dt

(2.2)

Finally, TF and IDF are multiplied together to obtain the TF-IDF measure, as dis-
played in Equation 2.3.

t f id f (t, d, D) = t f (t, d) · id f (t, D) (2.3)

TF-IDF is one of the most widely used traditional feature representation approaches
for textual features. It is often preferred due to being a simple calculation with notably
effective capabilities of distributing weight to salient words. Within the hyperpartisan
news detection community, we find TF-IDF prominent as a reliable baseline system with
which other experimental procedures are evaluated [Alabdulkarim and Alhindi (2019);
Shaprin et al. (2019)].

Part-of-Speech (POS) Tagging: POS-Tagging [DeRose (1988); Petrov et al. (2011)] in-
volves labelling each term depending on its morphological properties and context. Words
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can be labelled as verbs, nouns, pronouns, and so on according to their lexical nature.
The use of Hidden Markov Models (HMMs) [Charniak (1997)] is an early effort at la-
belling POS-tags based on calculating the probability of likelihood that the upcoming
word is of a certain part-of-speech. Moreover, rule-based POS-Tagging [Brill (1992,
1994)] systems such as Gupta et al. (2011) are well-known, finding their use not only
in the English language, but also for more exotic languages such as Hindi.

Nowadays NLTK [Bird et al. (2009); Loper and Bird (2002)] offers an off-the-shelf
POS-Tagger using the Penn Treebank [Marcus et al. (1993)] annotated corpus for En-
glish, and is hence widely used due to its flexibility and ease of use, with systems such
as Nguyen et al. (2019) applying POS-Tagging within hyperpartisan news classification.

2.2.2.2 | Contextualised Word Embedding Feature Representation Approaches

Traditional feature representation systems struggle to properly identify a word’s char-
acteristics, be it its context in a document, its semantic or syntactic similarity with other
words. Word Embeddings is an approach capable of representing text features in such a
way that semantically and syntactically similar words are represented with similar fea-
ture vectors, while features not sharing such similarity are represented by correspond-
ingly distant vectors. In this way, another level of detail is added to the corpus features
which does not exist in traditional representation methods, with the expectation of im-
proving classifier performance [Hettinger et al. (2018)].

Word embeddings are optimised along with the weights of a Neural Network dur-
ing training. Dense vectors representing textual features are modified until a sufficient
representation is achieved. Moreover, word embeddings are heavily used in DL due
to their preservation of detail and natural compatibility with such classification algo-
rithms. Throughout this section, we take a look at some of the most prominent Word
Embedding technologies currently in use.

Word2Vec: The Word2Vec system is perhaps the most well-known word embeddings
model at the time of writing - commonly employed as well for the classification of hy-
perpartisan news articles [Agerri (2019); Joo and Hwang (2019); Stevanoski and Gievska
(2019); Zehe et al. (2019)]. Introduced by Mikolov et al. (2013a,b), it has gained signifi-
cant popularity since. The Word2Vec model is pre-trained on the Google News dataset
consisting of more than 100 billion words [Mikolov et al. (2013a)], making it a notably
knowledgeable model capable of catering to virtually any form of document written in
the English language.
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In practice, one finds two adaptations of the Word2Vec model, the Continuous Bag-
of-Words (CBOW) model (featured in Figure 2.4) and the Skipgram model. Albeit be-
ing different, at their core they both consist of a two-layer neural network with a Soft-
max activation function, trained on rebuilding the linguistic contexts of given features
[Mikolov et al. (2013a,b)]. The two systems function inversely to one another; the CBOW
model predicts a target word from the surrounding context words it is given, while
Skipgram predicts the context surrounding a given word. Moreover through the use
of hierarchical softmax and negative sampling, computation time is optimised. This is
since in hierarchical softmax, all words are represented as a binary tree with probabili-
ties of the representation of words at the leave nodes calculated along the tree paths. As
for negative sampling, only a sample of contextual few words is updated (negatively
sampled) at each iteration [Rong (2014)].

Figure 2.4: A high level visualisation of the Word2Vec Continuous Bag-of-Words
(CBOW) Architecture. Source: Rong (2014).

The Word2vec Skipgram model utilises the local context around a target word to
obtain the corresponding vector. This makes it ideal for analogical tasks such as "king
is to queen as man is to woman, which results in the vector king - queen = man - woman
[Mikolov et al. (2013a)]. It performs poorly however when taking into consideration
global statistics on the corpus, since Word2Vec trains using local context windows and
not on the global co-occurrence counts of the features.

Global Vectors (GloVe): In order to address this issue, Pennington et al. (2014) in-
troduce GloVe. GloVe is a global log-bilinear regression model which produces word
embeddings by combining the advantages of global matrix factorisation (such as the
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Latent Semantic Analysis [LSA] model by Deerwester et al. (1990)) and local context
window methods (as discussed, the Word2Vec Skipgram model). The model trains on
the non-zero elements in a word-to-word co-occurrence matrix, reducing the complex-
ity in dealing with sparse vectors and in doing so speeding up the training process.
Hence, it is able to evaluate the likelihood (as probability) of two words appearing to-
gether, thereby determining whether a feature i is only common with another feature
j, or common all throughout. From these values the relationships formed between the
corpus words could be deciphered.

Embeddings from Language Models (ELMo): Introduced by Peters et al. (2018), ELMo
is a deep, contextualised word representation system capable of modelling both 1) com-
plex characteristics of word use, and also 2) how these uses vary across linguistic con-
texts, hence providing context-based feedback for a given corpus.

Similar to the Word2Vec CBOW model [Mikolov et al. (2013a,b)], ELMo predicts the
upcoming target token, given a context of tokens. It does so using a Bidirectional Long
Short-Term Memory (biLSTM) neural network, with one LSTM scanning the given sen-
tences from left to right, and the other from right to left. The LSTMs hence compensate
for each other’s decreasing attention the further from the starting point they are. The
biLSTM is moreover trained with a coupled Language Model (LM) on large volumes of
textual data.

In this way, ELMo operates differently to other, less elaborate word embedding
technologies such as Word2Vec and GloVe. Such systems generate a single, context-
independent representation for each target word, while ELMo representations consist
of a function of all the internal layers inside the biLSTM. As the authors themselves
claim, the combination of the LSTM’s internal states creates rich word representations,
where higher-level LSTM states capture context-dependent word meanings, and lower-
level LSTM states capture the model’s syntactic aspects.

ELMo is pretrained over 10 epochs on the 1B Word Benchmark [Chelba et al. (2014)], a
state-of-the-art benchmark corpus for statistical language modelling. Consisting of two
biLSTM layers with 4096 units and 512 dimension projections, as well as a linear pro-
jection layer, the ELMo architecture produces three outputs per feature, corresponding
to each of the three layers. The outputs can be utilised individually or aggregately, de-
pending on the nature of the application - with systems like Jiang et al. (2019) averaging
the three representation vectors in order to combine the benefits of all the outputs.

Bidirectional Encoder Representations from Transformers (BERT): An emerging com-
petitor to the superior performance promised by contextualised word embeddings are
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transformer-based solutions. BERT, a new language representation model developed
Devlin et al. (2019), is one such system.

The Transformer is a neural network architecture introduced by Vaswani et al. (2017)
which reportedly offers added benefits and improvements on RNN and LSTM net-
works. Transformers find their beginnings as encoder-decoders. Different to the typ-
ical encoder-decoder architecture however, transformers focus entirely on the attention
given to the corpus, replacing recurrent layers with attention mechanisms - more for-
mally known as multi-headed self-attention [Vaswani et al. (2017)].

Since the goal of the algorithm is to generate a language model for the given corpus,
BERT uses solely the encoding part of the transformer architecture. A level of masking,
in which 15% of the words passed are hidden, is integrated within the encoding layers
in order to introduce more stochasticity inside of the network and encourage learning
efforts (while also decreasing the possibility of internal overfitting).

BERT offers two systems (with smaller systems also made available at the time of
writing) [Turc et al. (2019)]; BERT-Base and BERT-Large. BERT-Base consists of 12 trans-
former blocks and 768 hidden nodes with 12 attention heads, while BERT-Large is made
up of 24 transformer blocks and 1024 hidden nodes, with 16 attention heads. Both vari-
ations are pretrained with the intention of generating bidirectional representations from
unlabelled text. Through the use of attention mechanisms, training is conditioned si-
multaneously on all textual contexts inside of the corpus, making the model capable of
fine-tuning with only one additional output layer [Devlin et al. (2019)].

2.3 | ClassificationApproaches forHyperpartisanNews
Articles

Throughout this section we examine classification algorithms prominent in the field
of text-based NLP. We discuss traditional ML approaches such as Logistic Regression
(LR), Random Forest (RF) and Support Vector Machine (SVM) in Section 2.3.1, exploring
the reasoning and logic behind each method, before repeating the process on the more
elaborate DL methods, namely Convolutional Neural Networks (CNNs) and Recurrent
Neural Networks (RNNs) - featured in Section 2.3.2.

2.3.1 | Traditional Approaches
Traditional methods employed within the research area of hyperpartisan detection range
from well-known and widely used techniques to other less popular and niche approaches.
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Popular methods include the LR - widely used both within the domain of ML and
the area of hyperpartisan news articles. Moreover, the SVM is a popular more ad-
vanced alternative. Although typically being less common, the RF classifier is also
found adapted to such problems, offering a completely different approach to the pre-
vious two. Throughout this section we examine these three traditional ML classification
approaches, discussing their differences, similarities and expected performance.

Logistic Regression (LR): LR is a simple method, yet an effective classifier to most
basic and common binary (0 or 1) classification problems. Underneath, the Maximum
Likelihood Estimation (MLE) is computed in order to find the model’s best fit on the
give data, until a convergence criterion is reached.

Sigmoid(x) =
1

1 + e−x (2.4)

The LR model separates two classes by forming an S-shape curve transitioning from
0 up to 1 - formally known as a Sigmoid function (Equation 2.4). The value generated
by LR can be considered as the probability of the input being in one of the two classes.
If the output nears 0, the probability of being in the hypothetical class A is very small -
implying that the input sample belongs to class B. The opposite holds true if the output
nears 1, with the probability being that the input sample fits with class A and not class
B.

Support Vector Machine (SVM): The LR classifier is simple and quick, yet struggles
to fit more complex multi-dimensional problems. The SVM [Cortes and Vapnik (1995);
Vapnik (1998)] introduces the hyperplane concept for more elaborate non-linear appli-
cations. Put simply, the goal of the SVM is to find the optimal hyperplane in a multi-
dimensional space separating different classes of data points (input samples). In doing
so, a classification system is created which given a new data sample, can determine with
which class it is most similar depending on its position in the hyperspace in relation to
the SVM hyperplane.

As its name implies, the SVM makes use of what are known as support vectors to
determine the best fit to a classification problem. Support vectors can be understood as
the data points forming the smallest margin with the SVM’s separator line. The support
vectors are the only points taken into consideration and they support the SVM hyper-
plane itself (as visualised in Figure 2.5). During the training phase, the hyperplane is
optimised in order to maximise the margin as much as possible. A degree of tolerance is
often specified, allowing for a number of data points to breach the hyperplane margins.
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Figure 2.5: An example of two hyperplanes, with the second being more spread than the
first. The second hyperplane is expected to have better generalisation in its classification
due to the larger area covered. Source: Osuna et al. (1997).

The optimisation of the hyperplane is performed by transforming the problem using
what is known as a kernel function [Amari and Wu (1999); Fletcher (2009)]. In other
words, the kernel maps the given data points to the SVM’s hyperspace. One finds a
number of possible kernels, with more complex ones being capable of mapping data
points to higher dimensions.

The most basic kernel would be Linear, which simulates the same behaviour of the
Logistic Regression (LR) classifier. The Sigmoid kernel on the other hand finds its bases
in the same Sigmoid function at the heart of the Logistic Regression (Equation 2.4). One
finds the Polynomial kernel, which contrary to the Linear kernel, supports polynomial
functions. Moreover, kernels of exponential (ex) nature such as the Radial Basis Function
(RBF) [Amari and Wu (1999)], are typically capable of fitting any classification problem
as much as the previous three kernels, along with more elaborate and complex cases.
Another general purpose exponential function would be the Gaussian Kernel. Given
such a selection of kernel functions, one must perform experimentations with the data
at hand and determine objectively which kernel tends to fit the problem best.

Random Forest (RF): The RF classifier, introduced by Breiman (2001), is based on the
principle that the correct opinion of a large number of uncorrelated individuals outper-
forms the mistaken opinion of some individuals. It is made up of a number of Decision
Trees, each of them classifying random samples picked out from the dataset, and basing
their predictions on different features. Finally the global opinion on a data sample is
evaluated, and the sample is classified according to the most common opinion among
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the forest of Decision Trees.

Known also as CART (Classification And Regression Trees), the decision tree model
is inherently a binary tree. During its inception, the input is split until a satisfactory
tree model is assembled. To measure the quality of each split a specific function is used
which computes the impurity at each node. Typically, one of the two following func-
tions is used; the Gini Index impurity or the Entropy information gain (Equation 2.5
and Equation 2.6 respectively, where p(ci) is the probability of class ci in a given node).
Albeit the two being quite similar, Gini is typically preferred due to it being less com-
putationally expensive [Raileanu and Stoffel (2004)].

Gini = 1−
n

∑
i=1

p2(ci) (2.5)

Entropy =
n

∑
i=1
−p(ci) log2(p(ci)) (2.6)

Considered as a high-variance model [Dietterich and Kong (1995)], decision trees are
more often than not used in an ensemble method called Bootstrap Aggregation [Breiman
(1996)] - or Bagging. In such an organisation, multiple decision trees are initialised, with
all the corresponding outputs being averaged such that the most common prediction
within the group of decision trees is agreed upon as the final output. In this way, more
stability is introduced to the final prediction which would have otherwise not been pos-
sible with an individual decision tree.

Variable splitting at each tree is performed in a greedy manner, with individual trees
ending up splitting at the same variable locations - resulting in very similar outcomes.
Random Forest is hence an improvement on the classical Bagging approach, which lim-
its each sub-group of trees to a set of variables among which to perform their splits,
thereby limiting the trees to their own set of variables. In doing so, variety is forced
between the tree population, increasing the model’s generalisation capabilities while
maintaining the same performance [Breiman (2001)]. Moreover, the RF classifier tends
to be stable in its performance, capable of resisting overfitting on the training data due
to the Bagging approach employed within.

2.3.2 | Deep Learning Approaches
Having discussed some of the most prominent traditional ML approaches, we now dis-
cuss Deep Learning (DL) classification algorithms for the classification of text-based
NLP tasks, in particular the classification of hyperpartisan news articles. In summary,
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the DL scene within hyperpartisan news detection is dominated by CNN and RNN ar-
chitectures. Ensemble models utilising both technologies are also quite common, with
CNN-Bagging, biRNNs and biLSTMs often evaluated against the performance of one
another. We hence discuss a concise background on these technologies and examine
the underlying functionality which makes them so effective within the corresponding
research area.

Convolutional Neural Network (CNN): The CNN classifier is perhaps more well known
for its distinctive ability to adapt to Artificial Vision and image applications. How-
ever, as shown in Figure 2.6, textual sequences such as sentences and documents can be
passed to a CNN in much the same way an image can - as long as the feature represen-
tation is compatible with the network. The CNN consists of three main parts [O’Shea
and Nash (2015)]; 1) the convolutional layers, 2) the pooling layers and finally 3) the
fully connected layers.

Figure 2.6: A high level visualisation of a simple sentence being processed by a Convo-
lutional Neural Network (CNN). Source: Kim (2014).

One considers the convolutional layers as the most distinctive features of the CNN
model. As the name itself implies, convolution functions are applied on the input
data. Through the use of convolution filters, a feature map of the input is generated
- highlighting the most important properties of the given image or text sequence. For 2-
dimensional data inputs such as images, convolution filters are applied in the form of a
window being passed over each section of the input, while in the case of 1-dimensional
textual data, the same process is performed, yet with a 1-dimensional vector of weights
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passing through the sequence of text. In practice one typically finds CNN applying
several filters on the input, reducing the data dimensionality and extracting the most
important features. The summarised feature vectors are then passed on to the pooling
layers.

The role of the pooling layers is to compress and generalise the features extracted
by the convolutional layers - preventing the network from overfitting on the training
data - which is particularly a problem when it comes to the location of the features
inside of the input image or text sequence. Pooling makes sure that the data is gener-
alised enough such that the classification layers could still recognise distinctive features
located at different parts of the input.

Pooling is generally applied after each convolutional layer - with an activation func-
tion such as ReLU (Equation 2.7) being applied in between for non-linearity. One of two
pooling functions is typically used; average or max pooling. In case of average pooling,
the average of the values within the local area is calculated, while for the max pooling,
the maximum value of the lot is selected.

ReLU(x) = max(0, x) (2.7)

Finally, the processed data is passed to the fully-connected layers, which perform
the actual classification on the pooled feature maps generated from the original input.
A final activation function such as Sigmoid (Equation 2.4) is utilised, outputting a value
representing the classification between 0 and 1. It is interesting to note that during
backpropagation, the weights inside of the convolutional layers are updated along with
the rest of the network, with the aim of enhancing the convolution filters.

Recurrent Neural Network (RNN): Different to the CNN architecture, RNNs [Chen
(2016)] are designed around the concept of memory and remembrance. The model is
capable of remembering the context a data sample is in, and train itself on such a de-
pendency. It is specifically designed to do so for data sequences such as a sample of
text. In practical terms, the nodes within the neural network have the added possibility
of looping their signal back to themselves or neighbouring nodes. Moreover, the output
of an RNN classification may be passed back again along with new input. This added
complexity allows the network to communicate the context of an input i1 back to itself.

RNNs are used in multiple areas of research, yet often find their place in the field
of NLP due to their capability of maintaining context within a sequence of input. Due
to its complex architecture, updating the network weights is not as straight-forward
as it is for other neural networks, with classical backpropagation not being feasible.
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Instead, Backpropagation through Time (BPTT) is used; unrolling the network nodes
such that the recurrent links within the network are created as copies of individual node
instances. The RNN is hence represented as a classical feed-forward neural network,
and the weights are then updated accordingly.

The classical RNN architecture suffers from a major drawback. In updating the
weights of deep unrolled neural networks, the gradients upon which the weights are
calculated tend to become unstable, approaching either very low (vanishing gradient)
or very large (exploding gradient) ranges. This in turn makes the network unstable and
unreliable, while also extending the training time by a large margin.

Long Short-Term Memory (LSTM) Network: LSTM [Hochreiter and Schmidhuber
(1997)] networks are an improvement on the RNN architecture - specifically designed
to address the problem of vanishing and exploding gradients. LSTMs substitute the
otherwise neural nodes with smarter memory blocks - also known as cells. Each cell
contains three gates; input, output and forget gate [Gers et al. (1999)]. The input gate
decides on which information to update the memory state with, while the output gate
maintains the output - conditioned on the input and existing unit memory. The forget
gate handles discarded information. Each of these three gates has its own weights which
are themselves trained with the rest of the model.

Figure 2.7: A simplified unfolded visual representation of the basic architecture of a
Bidirectional Recurrent Neural Network (biRNN). Source: Schuster and Paliwal (1997).

Both RNNs and LSTMs process sequences of data sequentially, with concurrent pro-
cessing not being possible. Due to the tendency of the network’s attention to degrade
with the length of the sequence, RNNs and LSTMs are typically used in a bidirectional
ensemble, in which one network parses the sequence from left to right, and the other
from right to left, thereby dedicating the same amount of attention for both ends of the
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given sequence [Schuster and Paliwal (1997)]. These models are known as bidirectional
RNNs (biRNN) and LSTMs (BiLSTM). A high level overview of a biRNN model archi-
tecture is displayed in Figure 2.7.

2.4 | Sentiment Analysis in Hyperpartisan News Arti-
cles

Sentiment analysis is an important and well-researched domain in the field of NLP. It
addresses the detection and extraction of opinions, sentiments and emotions towards a
subject, be it an individual, an organisation, or any other entity. The sentiment within
a sequence of text is often established through sentiment-bearing terms, their polarity,
and the context in which they are used [Yadav (2015)].

Due to the sensationalised and dramatic elements that hyperpartisan articles try to
pass on to the user, we investigate whether sentiment plays a prominent part in the
detection on such news. Hereby, we discuss a concise background on the analysis of
sentiment before considering it within the HyperPT system.

2.4.1 | Sentiment Analysis - Overview
One finds three families of sentiment classification systems; Lexicon-based approaches,
ML approaches and Hybrid approaches [Yadav (2015)]. Lexicon-based approaches con-
sist of a language lexicon (collection of known sentiment terms), usually including the
synonyms and antonyms of each term. A lexicon can be pre-assembled from other cor-
pora and shipped as is (dictionary-based approach), or it could be expanded and built
on a specific corpus in real-time (corpus-based approach). The latter is implemented by
having an already-established list of sentiment-bearing words, upon which statistical
and semantic methods are then applied to expand the lexicon’s vocabulary.

ML techniques are divided between supervised and unsupervised approaches. Su-
pervised approaches are trained on labelled training corpora, where evaluation criteria
correct the algorithm’s performance. We find studies such as Pang et al. (2002), where
Naive Bayes (NB), Maximum Entropy Classification (MaxEnt), and Support Vector Ma-
chines (SVMs) are evaluated for the classification of sentiment - with SVMs being the
best performer. Moreover, the SVM is compared with ANN systems by studies such as
Moraes et al. (2013), where the authors compare the performance of the two classifiers
on movie and product reviews. The SVM comes at a close second with a highest accu-
racy of 85.2% to the ANN’s 86.5% (respectively achieved with 1000 and 3000 features).
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DL systems are also prominent in the field of sentiment analysis [Zhang et al. (2018)],
with encoders [Glorot et al. (2011); Yin et al. (2017)] and LSTMs [Xu et al. (2016); Zhou
et al. (2016)] being two such well-known classification approaches.

Unsupervised approaches are preferred in cases where it is difficult to obtain quan-
tities of high quality labelled data upon which to train. Unsupervised sentiment clas-
sification tends to be heavily based on already known words, with methods such as
Turney (2002) using known opinionated words and phrases. Paltoglou and Thelwall
(2012) propose an unsupervised, lexicon-based sentiment analysis system which is less
dependant than ML-based techniques on the domain in which it is used. The proposed
system is tested on Twitter, MySpace and Digg text snippets, estimating the levels of
emotional intensity found within the texts.

Hybrid approaches combine both ML and lexicon based techniques to create a sys-
tem in which ML models are trained on gold-standard lexicons upon which given text
is then classified. Due to the pivotal performance offered by language lexicons, such
systems are well-known and effective [Yadav (2015)].

Sentiment analysis is typically applied at three levels of granularity; 1) Document-
level, Sentence-level, and Aspect-level. At document level, a single sentiment is given
for a document of text, while for sentence-level analysis, the same is repeated for each
sentence. Aspect-level sentiment analysis however is more complex - assuming that a
document of text contains various entities/objects, having their own aspects. Hence for
successful sentiment classification, these objects and their contexts must first be taken
into consideration [Yadav (2015)].

2.4.2 | VADER for Sentiment Analysis
VADER (Valence Aware Dictionary for sEntiment Reasoning) is a lexicon-based senti-
ment analysis system introduced by Hutto and Gilbert (2014). The researchers make use
of qualitative and quantitative techniques along with grammatical and syntactical con-
ventions for the expression of sentiment, in order to create a gold-standard sentiment
lexicon. To our knowledge, VADER is one of the most prominent off-the-shelf sentiment
analysis systems currently available.

The authors’ aims in designing such a system were to build a computational senti-
ment analysis machine that is generalisable and reliable on different domains and styles
of writing, while also performing well on social media styles of text. Moreover, the lexi-
con requires no training data since it is assembled from a valence (intensity) based gold
standard sentiment dictionary created using human expert analysis. Compared to al-
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ternative methods such as ML-based techniques, VADER is considered to have notably
lower execution times [Hutto and Gilbert (2014)].

As discussed above, VADER is based on expertly selected sentiment lexicons. Hav-
ing been inspired by such word dictionaries (LIWC9, ANEW10 and GI11), multiple ex-
pressions from microblogs and social media texts were incorporated - amounting to
over 9000 lexical features. Wisdom of the crowds [Surowiecki (2004)] was then used to
acquire estimates for the sentiment valence of each of these features. Finally, these were
reviewed by ten independent human raters. Moreover, 400 positive and 400 negative
expertly-selected tweets were used to generate five generalisable heuristics conveying
the intensity of the sentiment.

VADER is evaluated against other well-known ML and lexicon based systems, namely
LIWC, ANEW, WSD, SCN, GI and Hu-Liu04 - with ML methods being Naive Bayes
(NB), SVM, and Maximum Entropy (ME). It performs exceptionally well, surpassing
any system (including human analysis) on social media text, while maintaining sec-
ond position (exceeded by human analysis) for other datasets such as Amazon Product
Reviews and Movie Reviews. Being offered out-of-the-box by NLTK, the VADER sen-
timent lexicon is widely used for the analysis of sentiment, including the field of hy-
perpartisan news article detection [Anthonio and Kloppenburg (2019); Joo and Hwang
(2019)].

In practice, a string of text can be instantly passed to the VADER object instance,
which would return the corresponding sentiment values for four sentiment measures;
negative, neutral, positive and compound. The compound score can be considered as a
more context-sensitive sentiment measure, taking into consideration the valence of the
word within the context in which it is used. It is given as a number between −1 to 1,
with the former being extreme negative and the latter being extreme positive.

2.5 | Explainable Artificial Intelligence for Hyperparti-
san News Classification

Explainable Artificial Intelligence (XAI) [Arras et al. (2016); Goebel et al. (2018); Samek
et al. (2017)] is a new and emerging branch of the A.I. research and development com-
munity focused on the interpretation and explanation of the logic behind an A.I. sys-
tem’s behaviour. In our study, we aim at incorporating explainable A.I. for the interpre-

9 LIWC - liwc.wpengine.com [Last Accessed : 07-2020]
10 Affective Norms for English Words (ANEW) - csea.phhp.ufl.edu [Last Accessed : 07-2020]
11 General Inquirer (GI) - www.wjh.harvard.edu [Last Accessed : 07-2020]
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tation of the model’s decision-making, in doing understanding the model’s reasoning
while also examining the features influencing it’s decisions.

Two recent techniques referred to for the explanation of classifiers’ predictions are
Sensitivity Analysis (SA) and Layerwise Relevance Propagation (LRP) [Samek et al.
(2017)]. Albeit being inherently different, both algorithms produce a similar set of re-
sults: an individual score for each input feature passed to the classification system -
representing the amount of relative influence of each feature on the class prediction.
Through such scores, one could observe which features affect the classification, and
how a classification label is derived from a sequence of inputted features. Both algo-
rithms are typically applied on Neural Network based architectures, but are adapted to
other traditional ML classifiers as well [Arras et al. (2017)].

2.5.1 | Sensitivity Analysis
Sensitivity Analysis (SA) [Baehrens et al. (2010); Samek et al. (2017)] attempts at explain-
ing a classifier’s prediction based on the model’s locally evaluated gradients (partial
derivatives). Features having the most sensitive output are considered as the most rele-
vant. Hence, in formal terminology, the relevance Ri of each input feature i is given as
shown in Equation 2.8, where f (x) is the classification function.

Ri = ‖
ϑ

ϑxi
f (x)‖ (2.8)

As published literature points out [Montavon et al. (2018); Samek et al. (2017)], SA
has the inherent limitation of not explaining the function value f (x) itself, but a varia-
tion of it. It highlights which features need to be changed the most (from the model’s
perspective) for an input to be closer to the predicted class. Due to this fact and other
setbacks (discussed below) inherent to the SA interpretability procedure, it is often con-
sidered as a primitive baseline model, having been proven inferior to alternative tech-
niques [Samek et al. (2017)].

2.5.2 | Layerwise Relevance Propagation
One such technique showing superiority over SA is Layerwise Revelance Propagation
(LRP) [Bach et al. (2015); Samek et al. (2017)]. LRP attempts at interpreting a classifier’s
decisions through decomposition. The classifier’s prediction is redistributed backwards
using local redistribution rules until eventually a relevance score is assigned to each
input feature. At every step of the redistribution the total amount of relevance is pre-
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served. LRP explains the classifier’s prediction corresponding to the state of maximum
uncertainty - in other words identifying the crucial features affecting a classification.

Having been originally developed for pixel-level model evaluation in computer vi-
sion tasks [Bach et al. (2015)], LRP bases its computations on the hypothesis that there
exists a relevance score R(l+1)

d for each dimension z(l+1)
d of the vector z at layer l + 1. The

algorithm hence attempts to maintain the relevance conservation R(l)
d for each dimen-

sion z(l)d at the ensuing layer l as shown in Equation 2.9 - which states that at any step
of the redistribution procedure, the total amount of relevance is maintained [Bach et al.
(2015); Samek et al. (2017)].

f (x) = ∑
d∈l+1

R(l+1)
d = ∑

d∈l
R(l)

d = ... = ∑
d

R(1)
d (2.9)

LRP redistributes the relevance from layer l + 1 to layer l of the model as given
in Equation 2.10, where xj are the neuron activations at layer l (assuming the classi-
fier is a neural network), Rk represents the relevance scores corresponding to the neu-
rons at later l + 1, and wjk being the weight between neuron j and neuron k. Note also
that a small stabilisation term ε is included to avoid the possibility of division by zero.
Through this calculation, relevance is distributed according to the neuron activation xj

(with a larger share of relevance given to the more activated neurons), and the strength
of the connection between neurons j and k, with more relevance given to more pivotal
weight connections.

Rj = ∑
k

xjwjk

∑
j

xjwjk + ε
(2.10)

LRP is also capable of analysing traditional ML models such as SVMs [Arras et al.
(2017); Bach et al. (2015)]. Assuming that wc and bc are respectively class-specific weights
and biases, and D is the number of non-zero vectors representing BoW documents; the
relevance decomposition Rj for an input feature xj is computed as given in Equation
2.11 [Arras et al. (2017)].

Rj = (wc)j · xj +
bc

D
(2.11)

Contrasting to SA, LRP decomposes the actual function value f (x). Further to this,
LRP has the capability of determining whether each feature supports or opposes a par-
ticular classification, while SA limits itself to solely determining how relevant a feature
is to a particular class. Having been evaluated by studies such as Arras et al. (2017)
and Samek et al. (2017), a clear discrepancy in interpretability performance is indeed
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observed. In Figure 2.8, Samek et al. (2017) produce heatmaps of SA and LRP inter-
pretability on image and text classifications. Two observations stand out; the clearer
plotting of the object’s edges in case of the image classification heatmap, and the addi-
tion of features opposing the classification (highlighted in blue) in the text heatmap.

Figure 2.8: Image and Text classification interpretability - comparison of Sensitivity
Analysis (SA) and Layerwise Relevance Propagation (LRP). Source: Samek et al. (2017).

Several ready to use libraries implementing SA and LRP are available. The LRP
Toolbox [Lapuschkin et al. (2016)] offers LRP analysis adapted to Caffe networks and
bespoke implementations of neural network models. Moreover, iNNvestigate [Alber
et al. (2019)] is a library offering a range of analysis methods, including gradient-based
solutions like SA and variations of LRP. In our system, HyperPT, we make use of iN-
Nvestigate to implement the SA and LRP interpretability methods on our CNN classi-
fier, however since at the time of writing we failed to find a reliable off-the-shelf library
implementing the same on the SVM classifier, we developed the LRP algorithm on this
algorithm from first principles, using the work of Arras et al. (2017) as guidance.

2.6 | Evaluation Criteria
Due to the nature of the task at hand and the SemEval Hyperpartisan News Dataset
(Section 2.1), we evaluate the HyperPT system using the classification accuracy and F1
score. This decision is supported by two reasons;

1. Given that it is a classification problem, the ultimate performance review would
be by examining the classifier’s accuracy and balance in its predictions.

2. Other, similar systems evaluate along the same evaluation metrics, and hence in
this way, we can compare our system performance with theirs.
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The accuracy score is given as a decimal value between 0 and 1, thereby 0 imply-
ing 0% and 1 implying 100%. The F1 score (or F measure) is calculated on the Preci-
sion (Equation 2.12) and the Recall (Equation 2.13) scores of the classifier predictions as
shown in Equation 2.15.

Precision =
TruePositives

TotalPredictedPositives
(2.12)

Recall(Sensitivity) =
TruePositives

TotalActualPositives
(2.13)

Speci f icity =
TrueNegatives

TotalActualNegatives
(2.14)

F1 = 2× Precision× Recall
Precision + Recall

(2.15)

The accuracy measure provides us with the ratio of correctly classified articles to
the total number of articles considered within the classification. Albeit being a strong
overall performance overview, accuracy fails in indicating potential biases in a classifi-
cation system, where one class could be more susceptible to wrong classification than
the other.

Conversely, the precision takes into consideration the number of true positives (cor-
rectly classified hyperpartisan articles) with respect to the total hyperpartisan predicted
articles (including falsely predicted as so). Moreover, recall (also known as sensitivity)
is the number of true positives divided by the total number of actually positive (hyper-
partisan) news articles available within the classification. Hence a low precision score
suggests a high number of false positive classifications (wrongly classified as hyperpar-
tisan), while a low recall score implies that a low number of true positive (hyperparti-
san) articles are correctly classified as so, with the rest being falsely classified as negative
(neutral).

Subsequently, the F1 score provides us with the harmonic mean of the precision and
the recall. In practice, the F1 score is a value between 0 and 1 - with 0 being the poor-
est and 1 being the best, performance-wise. This coupled with the accuracy gives us a
strong indication as to 1) the overall performance of the system and 2) How balanced
and reliable the system is proportional to the data samples utilised within the classifica-
tion.

To keep the HyperPT study to a manageable scale, given the limitations imposed on
the research, we maintain the accuracy and the F1 score as the main evaluation criteria.
We do not rule however, as future work, the consideration of other evaluation criteria
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in order to provide a more granular indication of the classification performance. The
recall/sensitivity and the specificity (Equation 2.14), for instance, could be used to re-
spectively determine the ratio of correctly classified hyperpartisan and neutral articles
with respect to the total number of available hyperpartisan and neutral articles. In such
a case, due to the harmful effects of widespread hyperpartisan news articles, one may
want to focus on the sensitivity in order to verify that all possible hyperpartisan news
articles are captured.

Separate to the classification system, in employing model interpretability algorithms
such as Sensitivity Analysis (SA) and Layerwise Relevance Propagation (LRP), we eval-
uate the system by adapting a method introduced by similar studies [Arras et al. (2017);
Samek et al. (2017)] in which the classification accuracy is monitored with the removal
of each salient feature - from the most salient to the least. In this way, the rate of degra-
dation in accuracy performance is directly related to the quality of the feature selections
performed by the interpretability techniques.

2.7 | Related Work
Having examined the background behind techniques utilised within the HyperPT study,
we now examine published literature employing the same or similar approaches. We
commence in Section 2.7.1 by discussing the related area of fake news detection, explor-
ing the work conducted by other researchers in tackling the spread of such malicious
information.

This is followed by similar work on the specific classification of hyperpartisan news.
Addressed in Section 2.7.2, we discuss traditional and deep learning approaches for the
detection of hyperpartisan news. Moreover, we tackle the role of sentiment within this
research and the addition of explainable A.I. - two prominent components investigated
within this study.

2.7.1 | Detection of Fake News
Due to the growing need to control the spread of fake news, one finds an interesting
area of study behind the development of intelligent techniques designed for its auto-
matic detection. Throughout this section we examine published literature to discover
the spectrum of systems tackling the neighbouring problem of fake news.

Potthast et al. (2018) classify the detection techniques of both fake and hyperpartisan
news into three groups: i) Knowledge-based, ii) Context-based and iii) Style-based.
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Knowledge-based systems compare individual pieces of knowledge claims inside of
a given text with knowledge gathered from online systems such as webpages [Etzioni
et al. (2008); Yates et al. (2007)] - computing the differences. Other, similar systems
build statistical models, also based on knowledge gathered online [Magdy and Wanas
(2010)]. Such systems depend heavily on the assumption that webpage sources from
which knowledge is gathered are indeed reliable and accurate. Other approaches like
Wu et al. (2014) make use of more reliable knowledge-bases to try and verify a given
claim. By treating claims as queries with corresponding parameters, they can be checked
not only for correctness and authenticity, but also for the quality of the claim.

Alternatively, context-based systems study how information is spread on social me-
dia, to then engineer ways for slowing down or stopping this spread [Agrawal et al.
(2011); Nguyen et al. (2015)]. Tambuscio et al. (2015) conduct observations relating to
how fake news articles are shared. It is claimed that increasing the threshold required to
share a fake news article, such as the amount of convincing individuals needed, should
be enough for the news article to die off before going viral. The researchers implement
a stochastic epidemic model in order to describe the spread of a hoax piece of news on
social media, proposing a correlation between the amount of fact-checkers needed and
the complete removal of the hoax from online circulation.

Style-based fake news detection sets aside the need to verify the truth behind claims,
focusing instead on the style of writing. Style-based approaches can be divided into two
sub-groups; detection of deception within text and categorisation of text. Detection of
deception builds on the Undeutsch hypothesis [Undeutsch (1967)] - stating that memo-
ries of real, experienced events differ from those of imagined events.

Studies such as Kwon et al. (2013) expand on this observation by studying the pat-
terns of rumour spreading on the Twitter12 social media. The researchers explore three
sets of features; temporal, structural, and linguistic. A pattern of repeating spikes
in activity for tweets with rumours is noted to not be present in non-rumour tweets.
Moreover, the structure of the follower-followee connection graph of Twitter users is
taken into consideration. Finally, the LIWC dictionary-based sentiment analysis tool
(addressed also in Section 2.4) is used to detect and categorise the sentiment features
within the tweets.

Rubin et al. (2015) address deceptive news by being the first system to apply decep-
tion detection techniques to news articles through the analysis of rhetorical structures,
discourse constituent parts and corresponding coherence relations. A vector space model
is used to cluster news by similarity of discourse, with an accuracy of 0.63. A predictive

12Twitter - www.twitter.com [Last Accessed : 07-2020]
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model is also introduced with an accuracy of 56%. Despite this somewhat disappoint-
ing score, the authors claim that is still 2% higher than the average human lie-detection
capabilities.

Text categorisation, on the other hand, is in itself a powerful and pragmatic approach
against the spread of fake news. Researchers such as Badaskar et al. (2008) and Ru-
bin et al. (2016) approach this problem by respectively training language models and
TF-IDF weighted lexical vector-space models to classify the different types of news arti-
cles according to how they are written, with the latter system training also on satire and
humorous fake news. An interesting alternative system for style detection is proposed
by Afroz et al. (2012). The researchers base their study on the hypothesis that to a cer-
tain degree, linguistic features within a body of text change when respective authors try
to hide their style of writing. By identifying these features, the authors point out that
stylistic deception could be detected.

2.7.2 | Detection of Hyperpartisan News
Throughout this section, we examine different approaches implemented by other re-
searchers with the hopes of addressing the spread of hyperpartisan news articles through
ML classification systems. We first take a look at systems implementing traditional ML
algorithms, before shifting to more complex DL solutions. Moreover, we tackle the ad-
dition of sentiment and model interpretability within the field of hyperpartisan news
detection. In doing so, we compare and contrast published literature, analysing the
performance, limitations, and overall results of the mentioned systems.

2.7.2.1 | Traditional Approaches

In classifying hyperpartisan news articles along with typical text-based binary clas-
sification tasks, one often finds Logistic Regression (LR) used as a baseline classifier
with which other (more complex) algorithms are compared [Kiesel et al. (2019)]. Sen-
gupta and Pedersen (2019) implement a LR classifier based on unigram features (Sec-
tion 2.2.2.1) and a Convolutional Neural Network (CNN) DL classifier. Interestingly,
the CNN’s disappointing accuracy of 0.58 is exceeded by that of the LR model at 0.70,
suggesting the possibility of the CNN model overfitting on the training data.

Alternatively, LR can be utilised as a feature extraction classifier. Working on the
By-Publisher and the smaller By-Article SemEval datasets13 (Section 2.1), Palić et al.
(2019) train a LR model on the latter collection, to then be used on the former. All

13 PAN SemEval Hyperpartisan News - pan.webis.de/semeval19 [Last Accessed: 07-2020]
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correctly labelled articles from the By-Publisher collection are then added to the smaller
By-Article collection, thereby increasing the dimensions of the more reliable dataset.

Srivastava et al. (2019) manage to exploit a lot of the potential harnessed in an oth-
erwise simple classification algorithm. The researchers make use of L2-regularised LR
[Pedregosa et al. (2011)] - a variation of the LR classifier where the tuning parameter λ

is defined during training on a validation set, or in the case of Srivastava et al. (2019),
using 10-fold cross validation. They experiment with LR on Doc2vec, GloVe and Uni-
versal Sentence Encoder (USE) embeddings. The study achieves an accuracy score of
0.820 using USE embeddings, resulting in second place for the SemEval Hyperpartisan
News Detection competition14.

If the classification problem at hand is not linearly separable, more advanced alter-
natives to the LR may be required. The SVM is one such approach, capable of utilising
a range of robust kernels, such as Linear, Polynomial, Sigmoid or RBF (refer to Section
2.3.1). Among a diversity of use cases, SVMs are widely used in NLP, along with the
detection of hyperpartisan news articles [Alabdulkarim and Alhindi (2019); Cruz et al.
(2019); Kiesel et al. (2019)]. Knauth (2019) implements two variations of an SVM model
trained using an RBF kernel. The first is based on the stylistic features of the text corpus,
while the second is based on content-related features. The two algorithms are evaluated
against one another, with the former (based on the stylistic features) being the better
performer.

Yeh et al. (2019) experiment with several approaches for the representation of article
features. They evaluate a LR, a SVM classifier with linear kernel, and a SVM with RBF
kernel on each of the representations. The authors note that the SVM exceeds LR at any
given test, with the highest score being attributed to GloVe embedded feature vectors
with an RBF-kernel SVM. A corresponding accuracy score of 0.796 is achieved on the
training dataset, with an increase to 0.8057 (and F1 score of 0.7904) on the SemEval
competition held-out test set, earning the system fourth place.

The SVM’s popularity sees the classifier being used by a number of other systems
with varying degrees of success [Kiesel et al. (2019)]. Systems like Isbister and Johansson
(2019) evaluate the SVM (using a linear kernel) with several other traditional baseline
classifiers and ULMFiT (Universal Language Model Fine-Tuning) - a DL classification
model introduced by Howard and Ruder (2018). The SVM comes second to solely ULM-
FiT, with a respective accuracy of 0.7659 to that of 0.8025 in a fraction of the execution
time. Moreover we see SVMs utilised with Word2Vec embeddings [Palić et al. (2019)],

14PAN SemEval Hyperpartisan News Detection (2019) - pan.webis.de/semeval19 [Last Accessed: 07-
2020]
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word and character n-grams [Nguyen et al. (2019)], and sentiment features [Anthonio
and Kloppenburg (2019); Palić et al. (2019)].

An interesting alternative to the two commonly used approaches above is Ran-
dom Forests (RFs) - finding its way to the detection of hyperpartisan news articles
[Kiesel et al. (2019)] as well. Cruz et al. (2019) take a feature-based approach to hyper-
partisan news classification, experimenting with various algorithms including SVMs
(with Squared Hinge-Loss), RFs, and Gradient-Boosted Trees (GBTs). What is known as
Computer-Mediated Discourse Analysis (CMDA) [Herring (2004)] - an online research-
ing approach for interactive behaviour, is used for acquiring details about the corpus
such as type-token ratio and frequency of word n-Grams. The RF classifier provides
the best classification performance with 100 estimators and the Gini split criterion. The
model achieves the 10-fold cross validation accuracy of 0.763 on the By-Article dataset.

Alternatively, RFs are utilised with word-embeddings in order to exploit the context-
based relations between vector embeddings and the quick, generalisable nature of the
RF classifier. Systems like Stevanoski and Gievska (2019) combine the pretrained Word2Vec
embeddings with RF. The authors also include various measures such as readability
scores, stylistic and psycho-linguistic features, scoring a notable validation accuracy of
0.837 and a hidden test-set accuracy of 0.775.

Distinctively to the well-known traditional methods discussed above, one finds other,
perhaps less well-known systems. Gupta et al. (2019) make use of XGBoost [Chen and
Guestrin (2016)], a scalable end-to-end tree boosting system capable of scaling ML algo-
rithms to use less resources. K-Nearest Neighbours (KNN), RFs, LR, and SVMs are also
tested, with the best performer claimed to be KNN.

The MaxEnt (Maximum Entropy) [Ratnaparkhi (1996)] model is a statistical model
trained on a corpus annotated with Part-Of-Speech (POS) tags. MaxEnt is used for the
learning of supervised models by Agerri (2019) during the development of the ixa-pipe-
doc system, a document classification system used on hyperpartisan news articles. ixa-
pipe-doc is designed to be simple and efficient, combining various types of clustering
features to provide denser document representations. Testing is performed on three
types of features: 1) the current token, 2) the character n-grams of each token and 3) the
word prefixes.

Throughout this section we have examined some of the most prominent traditional
ML classifiers in use for the classification of hyperpartisan news articles. We started off
by discussing the application of the LR classifier, a simple yet effective baseline model
found among any ML task. This was followed by the SVM, arguably the most popu-
lar traditional algorithm found within the hyperpartisan news domain. An alternative
ensemble model known as RF was also discussed, with our focus then shifting to other,
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less known systems - namely XGBoost and MaxEnt.

2.7.2.2 | Deep Learning Approaches

Differing from traditional ML techniques, the field of DL generally involves more com-
plex and elaborate algorithms based on the Deep Artificial Neural Network (ANN) ar-
chitecture. Throughout this section we examine published literature on the best per-
formers in the area, namely CNNs, RNNs, and their improved alternatives LSTMs, for
the detection of hyperpartisan news articles.

As of late, CNNs find themselves competing with RNNs for the best performing
complex classification algorithm in the field of text-based NLP. One finds a good num-
ber of systems comparing the two approaches for the classification of hyperpartisan
news, with outcomes differing according to each system’s configuration [Kiesel et al.
(2019)]. CNNs are also frequently compared to baseline traditional models such as Lo-
gistic Regression, SVM and Naive Bayes [Papadopoulou et al. (2019); Pérez-Almendros
et al. (2019); Sengupta and Pedersen (2019)].

Zehe et al. (2019) make use of a CNN model working on Word2Vec [Mikolov et al.
(2013a,b)] and FastText [Bojanowski et al. (2017)] word embeddings. Due to the natural
setback of CNNs requiring features of the same size, all articles are represented with a
fixed length of 2000 tokens. A base model CNN focusing on sentence level features is
first implemented, later modified with the addition of a second convolutional layer in
order to support article-level features. Finally, handcrafted features such as the number
of tokens in the article and the average number of tokens per paragraph are appended
to the flattened output of the pooling layers, to be integrated within the fully-connected
layers of the CNN. The authors compare the CNN model with a linear SVM, achiev-
ing a highest, yet quite disappointing accuracy of 0.660 to the SVM’S 0.528 - using an
ensemble model consisting of 5 CNNs with article-level support.

Jiang et al. (2019), coming first place in the SemEval Hyperpartisan News Detec-
tion challenge15, exceed considerably the performance of Zehe et al. (2019). The authors
use pre-trained ELMo embeddings [Peters et al. (2018)] based on word representations
learned from character-level units. The article title is embedded preceding to the body.
Inside of the CNN model, 5 convolutional layers are employed in order to cater for
different kernel sizes. Batch normalisation is included for normalisation of the input
distribution - reducing the possibility of overfitting and increasing the model’s training
speed. The researchers train 10 separate CNN models using 10-fold cross validation,

15 PAN SemEval Hyperpartisan News Detection (2019) - pan.webis.de/semeval19 [Last Accessed: 07-
2020]
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and choose the three best trained CNN instances to then organise into one ensemble
model, where the average of the three models is considered as the final prediction. Ex-
periments conducted produce a notable accuracy score of 0.84 during training and 0.82
during testing - a significant improvement on the poorer accuracy results reported by
Zehe et al. (2019).

Other systems include evaluation of CNN with other niche systems such as Ad-
aboost and SpaCy [Moreno et al. (2019)]. Indeed from the research we conducted, we
conclude that the CNN is quite a popular algorithm of choice in the application of hy-
perpartisan news articles. One must not however ignore the strong competition brought
forward by the RNN architecture - with promising literature employing both RNNs and
LSTMs.

The two models are evaluated against one another by Zhang et al. (2019), where the
researchers compare the performance of a CNN, a Recurrent CNN (RCNN), an LSTM
and a biLSTM. Moreover an attention mechanism is integrated with the aim of deter-
mining textual features affecting the classification (more on this in Section 2.7.4). From
the experiments conducted, an impressive highest test accuracy of 0.9368 is achieved us-
ing the biLSTM architecture with added attention. The other models are not far off, with
the LSTM and CNN getting the same range of accuracies (0.9174 and 0.9147). Despite
these very high scores, the submitted models struggle on the SemEval hidden test set,
with the corresponding accuracy dropping to 0.683 on the By-Article set and 0.652 on
the By-Publisher. This behaviour strongly suggests the possibility of model overfitting,
especially since such high validation accuracies are not shared by systems performing
significantly better on the hidden test set.

Cramerus and Scheffler (2019) classify hyperpartisan news articles by using an LSTM
to capture the relationships between textual features. Article features are represented
by word embeddings generated through a custom built Skipgram Word2Vec model
[Mikolov et al. (2013b)]. Three LSTM models are trained, one on the By-Publisher hyper-
partisan training set, one on the By-Publisher hyperpartisan validation set, and one on
the separate, By-Article collection. The correctly predicted articles are then passed on to
the final model - a separate LSTM trained on the newly chosen articles. A somewhat dis-
appointing accuracy of 0.652 is acquired, however as the researchers themselves claim,
the solution performs considerably better on the less refined By-Publisher hyperpartisan
dataset (refer to Section 2.1). Hence if otherwise trained on the more reliable By-Article
data collection, better results would have been probable.

The CNN and RNN neural networks do not strictly have to be used separately. Pa-
padopoulou et al. (2019) join the two by using a CNN along with a biRNN. The CNN
is utilised first, capturing the word sequence structure at different levels of granular-
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ity. Following the CNN is a modified version of the biRNN known as Bidirectional
Gated Recurrent Units (biGRU) - calculating the sentence vectors by taking into account
the context formed by their neighbouring sentences. Despite a poor outcome of 0.575
accuracy on the hidden test set, the researchers are positive that a fusion solution deter-
mining the best classifier to use between traditional and DL methods could theoretically
raise this score to 0.85.

The disruptive performance promised by the Transformer neural network architec-
ture finds itself introduced as well to the problem of hyperpartisan news classification.
BERT (Section 2.2.2.2) is a specialised transformer model presented by Devlin et al.
(2019), capable of generating several layers of context-dependent word embeddings for
any textual input feature. The generated embeddings could then either be extracted
and used as desired, or classified internally within the model itself by the addition of a
classification layer.

Hence one finds BERT Embeddings used in conjunction with Linear [Hanawa et al.
(2019)] and Softmax [Mutlu et al. (2019)] classifiers. Being the smallest and most versa-
tile BERT pretrained model, BERT-Base is used by systems like Ning et al. (2019) and
Lee et al. (2019). Interestingly, Lee et al. (2019) evaluate the implementation of 2 LSTMs
(one for the article title and one for the body) with a multilayer perceptron classifier
appended with the BERT transformer. Despite initially performing better, the LSTMs
are exceeded by BERT (accuracy of 0.758, F1 of 0.7647) once pseudo-label de-noising is
applied as a preprocessing step on the dataset.

2.7.3 | Sentiment in Hyperpartisan News Articles
Given the sensationalised nature of hyperpartisan news articles, one may hypothesise
that sentiment plays a pivotal role within the opinionated texts encompassed by such
articles. Thereby, in designing tools for the detection of such news, we find a good
number of studies investigating the role of sentiment within hyperpartisan articles.

The NLTK VADER [Hutto and Gilbert (2014)] is perhaps one of the most in-use and
popular out-of-the-box sentiment labelling solutions. Due to its popularity one finds
it embedded within a number of hyperpartisan news detection systems [Kiesel et al.
(2019)].

One such system, which also stands out due to its unique approach, is introduced
by Anthonio and Kloppenburg (2019). The researchers approach the problem of hyper-
partisan news detection in a novel way where the classification is based solely on the
sentiment features of the article. Albeit resulting in unimpressive scores both in terms
of accuracy (0.5616) and F1 score (0.5717), the approach is definitely interesting and the
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authors do manage to increase the accuracy score by around 13% from 0.4310 to 0.5616
when using negative VADER sentiment as opposed to compound (Section 2.4.2).

Palić et al. (2019) make use of several external features along with sentiment, among
which are the publication date and the number of quotations within the article. Different
to the system above, the authors include all four sentiment scores provided by VADER
(positive, negative, neutral and compound), consequently reporting an increase in ac-
curacy from 0.75663 to 0.76128.

A similar approach is taken by Joo and Hwang (2019), with multiple feature groups
being supplied to the classification process. Despite achieving high overall results, per-
formance seems to suffer with sentiment features, which when tested individually, re-
sulted in an accuracy of 0.6124 and an F1 of 0.61. Interesting to add that this is a different
experience to the one reported by the preceding two systems, yet one that in conducting
our experimentations we found ourselves agreeing with, as discussed further in Chap-
ter 4.

Alternatively to the popularity of VADER, one does find a minority of systems util-
ising other lexical-based sentiment engines. Amason et al. (2019) employ two relatively
smaller lexicons, with the first containing 2000 words of positive sentiment, and the sec-
ond containing 4000 labelled as negative. Chen et al. (2019) on the other hand make use
of the TextBlob16 Python library - performing sentiment analysis on the articles and their
titles. Using a Naive Bayes classifier, the authors report improvements, just as same as
Anthonio and Kloppenburg (2019) and Palić et al. (2019), when sentiment features are
included.

2.7.4 | Model Interpretability and Saliency of Features
The interpretation or explainability of a ML model is arguably still an emerging dis-
cipline within the realm of A.I. Moreover, one may not directly realise the importance
of such an addition to a typical classification system. In the problem of hyperpartisan
news detection, we feel that such functionality provides a double benefit to the study;
an insight into the reasoning of the classifier in performing its predictions, and perhaps
more importantly, the nature of features within an article pivotal to the hyperpartisan
classification. Despite the infantile stages of such a niche area, we are encouraged by
two similar systems employing preliminary work on defining the features behind the
model’s prediction.

Zhang et al. (2019) employ a Bidirectional LSTM (biLSTM) neural network with the
addition of a self-attention mechanism [Zhou et al. (2016)]. The attention mechanism

16TextBlob - textblob.readthedocs.io [Last Accessed : 07-2020]
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is applied on the output vector produced by the biLSTM, with a simple visualisation
(featured in Figure 2.9) showcasing the article features and their corresponding attention
scores. Through this system the authors note that heavily polarised, negative words
such as moron and racist are often associated with hyperpartisan articles.

Figure 2.9: A visualisation of feature saliency within an article flagged by a biLSTM
Self-Attention Mechanism. Note that the colour intensity corresponds to the saliency
towards or against a prediction class. Source: Zhang et al. (2019).

Amason et al. (2019) address similar issues through a completely different, yet equally
interesting angle. Having generated a large number of both internal and external fea-
tures (including article title, BoW features, sentiment and complexity features), the re-
searchers employ a feature selection approach based on the Chi-Squared [Greenwood
and Nikulin (1996)] statistical test. They attempt to establish the most distinguishing
features, and in doing so, assigning each feature a corresponding score, with the 10
most influential features along the whole training set included in the authors’ published
literature. One finds words such as trump, political, israel... within this list.

2.8 | Background and Literature Review - Summary
Throughout this chapter we discussed a background overview of the techniques im-
plemented in the HyperPT system for the classification of hyperpartisan news articles.
We started off in Section 2.1 by discussing the SemEval Hyperpartisan News Articles
dataset - the collection of data upon which the study is performed. We then advanced
to Section 2.2 and Section 2.3, where we respectively examined the feature preprocess-
ing, representation and classifiers employed within our system - thereby completing the
basic classification pipeline.
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In Section 2.4 we provided a brief background on the addition of sentiment, before
repeating the process for model explainability in Section 2.5. Evaluation criteria is dis-
cussed in Section 2.6, to finally, in Section 2.7, examine similar systems employing the
same or alternative methods for the classification of fake news (a neighbouring problem)
and hyperpartisan news.

In Chapter 3 we now discuss our design process in building the HyperPT system. In
doing so we refer back to the background and related work discussed throughout this
chapter as a means of guidance and further information on the proposed methodology.
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3

System Methodology

With a thorough background on the problem of hyperpartisan news addressed in Chap-
ter 1, along with a concise review of the related work in Chapter 2, we now discuss the
design process behind the implementation of the HyperPT system.

In Section 3.1 we first discuss the HyperPT system from a high level overview, before
moving on to Section 3.2, where we address the extraction, preparation and preprocess-
ing of data. The implementation of various feature representation techniques is exam-
ined, before the corresponding classification algorithms are integrated within the sys-
tem as highlighted in Section 3.3. Finally, we address the addition of external features,
namely sentiment, model explainability and consequently feature saliency, featured in
Section 3.4.

3.1 | System Overview
In building the HyperPT system, we base our implementation on the concept of mod-
ularity - where components can be added or discarded from the main pipeline with
relative ease. This enables us to modify and extend the project implementation rela-
tively quickly, allowing us to quickly adapt its configurations to accommodate various
test scenarios. To accomplish this, we create separate components, each responsible
for a specific project functionality, communicating and sharing data with one another
through a main workflow pipeline.

HyperPT can be summarised to three components - as showcased in Figure 3.1. The
first component is the data loading and preparation, where data is loaded from file,
preprocessed, cleaned and converted into the chosen feature representation vectors. The
second component handles the classifiers, where we initialise our chosen classifier and
pass the transformed data samples to it for classification. As discussed further on in
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Figure 3.1: A high-level visualisation of the HyperPT design process. The system is
made up of three sequential main components; the Data Loading & Preparation, Classi-
fier Training & Evaluation, and finally Model Interpretability & Feature Saliency.
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Section 3.3, a number of optional parameters can be included at this stage to define the
classifier’s execution and evaluation.

The third and final component is the model interpretation where, once the model has
been trained and evaluated, we perform analysis on its decision-making by employing
explainability algorithms discussed back in Section 2.5. Moreover, at this stage we also
perform article reconstruction - taking into consideration the saliency of each feature
assigned through the model explainability.

The HyperPT workflow is highly configurable through command-line arguments,
using which we instantly inform it which data to load, what preprocessing to apply, how
to represent the data features, and with which classifier to process them with (among
other configurations and customisations). Such functionality allows us to not only per-
form specific tests on the fly, but also run multiple tests in bulk through batch execution
tasks.

Using these three components we establish the complete workflow of the HyperPT
system. One must also consider three other, ad hoc subcomponents - used either inde-
pendently as preprocessing steps or by the main functionality blocks addressed above.
The first is the I/O Bridge, handling all communication and data flow with databases
(MongoDB) and storage. Second is the Word Embedding Generator (Section 3.2), which
generates feature word embedding vectors and saves them to file storage (through the
I/O Bridge) for fast ad hoc usage. Third and final subcomponent is the Sentiment Gen-
erator. This component is run independently, assigning sentiment labels according to
the user preferences to the given data collection (Section 3.4.1).

The whole system is built using Python 3.6.101. Two Anaconda2 (v4.8.3) environ-
ments are set up, with the main one used by the three system components and based on
Tensorflow3 1.13.1 (with GPU support), and the other based on Pytorch4 1.4.0 (with GPU
support) used by the Word Embedding Generator and Sentiment Generator subcom-
ponents. Moreover, MongoDB5 4.2.1 is utilised as the primary data loading source in
which the parsed dataset is initially imported, and from which data samples are loaded
during runtime.

We feel that the technology used is of significant contribution to the extents we go to
in terms of system design and implementation. With a number of different technologies,
approaches and components working together as one coherent system, the implementa-
tion of such modules is not trivial. This however, is achieved through the flexibility and

1Python 3.6.10 - www.python.org [Last Accessed : 07-2020]
2Anaconda - www.anaconda.com [Last Accessed : 07-2020]
3Tensorflow - www.tensorflow.org [Last Accessed : 07-2020]
4Pytorch - pytorch.org [Last Accessed : 07-2020]
5MongoDB - www.mongodb.com [Last Accessed : 07-2020]
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compatibility offered by the Python programming language, along with the simplified
importation of crucial libraries through Anaconda and the quick and direct data I/O
through MongoDB. Moreover one must also mention the pivotal contribution given by
the Tensforflow, Pytorch, Keras6 (v2.2.4) and Scikit-Learn7 (v0.22) libraries, all of which
are crucial in the precise and efficient building of any and all classification algorithms
used.

The project is developed and run on a Windows 10 System, with 32GB of RAM and
an AMD Ryzen 7 3700x 8-Core Processor running at 3.6GHz. Moreover, an NVIDIA
RTX2080 is utilised as the GPU unit, proving crucial for the fast generation of word
embeddings, execution of Deep Learning classifications, and overall system evaluation.
In replicating the system, the hardware highlighted above is not a requirement, yet is a
strong recommendation for better adaptation to the system implementation and faster
execution time.

3.2 | Data Loading, Preprocessing and Representation
The SemEval Hyperpartisan News Article dataset, assembled by Kiesel et al. (2019) con-
sists of two collections; the smaller By-Article collection amounting to 645 articles, and
a larger By-Publisher collection consisting of 600, 000 articles. As discussed back in Sec-
tion 2.1, we make use of solely the By-Article collection due to its superior quality of
labelling - thereby resulting in a more stable model evaluation process. We make use of
the provided labels highlighting whether an article is hyperpartisan or not in order to
build our classification system.

Having acquired the SemEval Hyperpartisan News Article dataset in XML form, we
initially extract the original XML and write the data samples to a MongoDB database.
Being a document-based system, data is represented with each database document be-
ing equivalent to an article data sample. The corresponding attributes are then added,
including the article hyperpartisan label. We decide on using MongoDB as the main
data source due to its quick and flexible extraction of data through the PyMongo Python
library. Moreover the I/O Bridge subcomponent is designed around this library such
that I/O requests are abstracted by simple, efficient functions.

6Keras - keras.io [Last Accessed : 07-2020]
7Scikit-Learn - scikit-learn.org [Last Accessed : 07-2020]
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3.2.1 | Data Preprocessing
Data is fetched during runtime, with data extracted being in raw (normal) form. Ad
hoc preprocessing is then performed before it is transformed into corresponding fea-
ture representations. Based on our research of similar systems conducted in Chapter
2, we choose four individual preprocessing filters - the removal of stopwords, removal
of punctuation, feature lowercasing and feature lemmatisation. Stemming is left out
of the system due to the more promising approach of feature lemmatisation (Section
2.2.1). During system evaluation, the best performing three techniques are also applied
aggregately on the corpus, amounting to four other preprocessing combinations. In all,
considering raw unedited features, individual and aggregate data preprocessing, we
are left with 9 separate preprocessing approaches. Following this data cleaning pro-
cess, the article string is split into individual words in a simple yet crucial process called
tokenization.

3.2.2 | Feature Representation
The preprocessed and tokenised data is at this stage ready to be transformed into the
feature representation of choice. In deciding on which feature representations to con-
sider (the same as with classification techniques as discussed in Section 3.3), we review
the sizeable amount of possible representation methods in use by related systems (refer
to Section 2.7), along with novel approaches which may have not yet been explored.

When it comes to traditional feature representation approaches, we settle on the
most well-known, effective techniques which have stood the test of time across multi-
ple research domains within NLP - including the detection of hyperpartisan news [Chen
et al. (2019); Joo and Hwang (2019); Knauth (2019)]. Being the most straight-forward and
simple of the lot, we first consider the Term-Frequency (TF) Bag-of-Words (BoW) repre-
sentation. As a well-known promising variation on this approach due to the addition
of weights to the input features, we also utilise the Term Frequency - Inverse Docu-
ment Frequency (TF-IDF) measure. Finally, we experiment with POS-Tags, due to the
generalised feature labelling provided by such a technique.

The newly emerging yet heavily researched field of word embeddings promises no-
table improvements on classical feature representation approaches [Goldberg and Levy
(2014); Lavelli et al. (2004)]. Moreover the years of 2018 and 2019 saw the rise of deep
contextualised word embeddings such as ELMo (Embeddings from Language Models)
[Peters et al. (2018)] and BERT (Bidirectional Encoder Representations from Transform-
ers) [Devlin et al. (2019)], offering more detailed multi-layered word embeddings gen-
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erated from the features themselves and surrounding contexts.

Analysing published literature, particularly projects submitted to the SemEval 2019
Hyperpartisan News Article Detection challenge (Section 2.1), we decide to include both
standard word embedding systems, namely Word2Vec and GloVe, and deep contextu-
alised representations that are ELMo. In doing so we can examine the differences in
performance (if any) encountered between the two approaches, and whether these bring
significant change. Note that since as described in Section 4.1.1, ELMo’s original out-
put consists of three vectors, we adapt the approach utilised by Jiang et al. (2019) and
average the three outputs into one vector.

Along with these three approaches, we initially considered as well the addition of
BERT, eventually deciding against it. This decision was reached due to various reasons.
First of all, in perusing related systems we noticed that BERT is utilised by a number of
systems [Drissi et al. (2019); Lee et al. (2019); Ning et al. (2019); Shaprin et al. (2019)] with
notably different ranges of success. On the other hand, ELMo Embeddings (to the extent
of our research) are solely used by one system; Jiang et al. (2019), which also happens
to be the winner of the SemEval Hyperpartisan challenge, boasting high performance
results.

Moreover as discussed further below, generating the large number of deep contextu-
alised embeddings needed to cover all test scenarios consumed a large amount of time.
Hence due to the limited time allocated to this study, we decided to safely perform com-
plete system implementation and evaluation using the three technologies mentioned
above, opting to leave out BERT due to the further complexity which would have oth-
erwise been added to the implementation. This in the end was the right call to make,
since building the system, its evaluation and the corresponding dissertation did take a
serious amount of time to conclude. Increasing the complexity and volume of this work
would have run us the otherwise high risk of rendering the project incomplete. We nev-
ertheless consider the addition of BERT as future work, which we think would make for
an interesting extension to the HyperPT system.

All of the utilised embedding technologies are pretrained. The Word2Vec model is
used twice, both of which are pretrained on the Google News dataset (consisting of
around 100 billion words), while one being further retrained at runtime on our hyper-
partisan news dataset. GloVe on the other hand is pretrained on the Common Crawl8

42 billion token dataset (with other configurations also available). Lastly, ELMo comes
pretrained on the 1 Billion Word Benchmark [Chelba et al. (2013)] - a benchmark corpus
for the monitoring of statistical language modelling. Note that while both Word2Vec

8Common Crawl - commoncrawl.org [Last Accessed : 07-2020]
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and GloVe models are implemented using the Gensim9 library, ELMo is implemented
using AllenNLP10.

As mentioned above, initial word embedding generation is performed during run-
time, such that data samples are loaded from MongoDB, cleaned and converted to word
embeddings. This is not a feasible approach when it comes to ELMo, with just the gen-
eration of embeddings taking the vast majority of the whole runtime. To address this,
we design a simple yet pivotal file system handler, which translates the embedding pa-
rameter given as a command-line variable during execution to the specific directory
containing the equivalent ELMo embeddings. This allows us to generate word embed-
dings as a one-time preprocessing task, saving them to a unique sub-directory as HDF5
binary files - in doing so reducing the runtime loading of ELMo embeddings from over
30 minutes to around 20 to 30 seconds.

3.3 | Classification Approaches
Having reviewed related work discussed in Chapter 2, we employ within HyperPT
both traditional and Deep Learning (DL) classification approaches. This is since one
must consider that despite the more elaborate architecture presented by DL classifiers,
traditional approaches are 1) still very much in use and 2) provide different and unique
benefits to DL approaches. This is apparent in similar work discussed in Section 2.7,
where related systems [Isbister and Johansson (2019); Sengupta and Pedersen (2019)]
report high accuracies using traditional methods and close performance results between
traditional and DL approaches.

3.3.1 | Traditional ML Approaches
The Support Vector Machine (SVM) is one of the most well known traditional classifica-
tion models employed within the classification of hyperpartisan news. It is often found
compared to both traditional and DL models. It is capable of not only matching the per-
formance of baseline algorithms like the Logistic Regression (LR), but also improving
on it. Further to this, a number of kernels are available to choose from depending on
the nature and complexity of the classification problem.

As we have seen in Section 2.3, the SVM is a popular and effective classifier within
ML and the domain of hyperpartisan news detection. Moreover we notice how similar
systems [Palić et al. (2019); Yeh et al. (2019)] adapt word embeddings to fit this model -

9Gensim - radimrehurek.com/gensim [Last Accessed : 07-2020]
10AllenNLP - allennlp.org/elmo [Last Accessed : 07-2020]

53

https://radimrehurek.com/gensim/index.html
https://allennlp.org/elmo


Chapter 3. System Methodology 3.3. Classification Approaches

an approach we also pursue in order to evaluate the potential of word embeddings not
only with DL approaches but also with traditional classification models. Backed by this
reasoning, we settle on the SVM as the first model to employ for the classification of
hyperpartisan news articles. Despite the majority of related work making use of either
linear or RBF kernel SVMs, we evaluate also the Sigmoid and the Polynomial kernels,
establishing the best system through 10-fold cross validation and hyperparameter tun-
ing - discussed in detail in Section 4.2.1.

The Random Forest (RF) classifier is a popular alternative approach proposing unique
advantages not inherently found in other methods such as the SVM. Indeed as dis-
cussed in Section 2.3, the RF is in itself an ensemble model of a number of decision
trees. It is capable of easily adapting to non-linear problems, and naturally resists the
tendency to overfit on the training data. In considering this model, we strongly focus
on this property, since in case other models would be getting overfitted on our training
data, RF would act as the baseline with which the degree of overfitting could be mea-
sured and corrected. Moreover, we see word embedding technologies adapted to the
RF classifier as well, with systems such as Stevanoski and Gievska (2019) combining
pretrained Word2Vec embeddings with the classifier. One also finds the neighbour-
ing classifier Gradient-Boosting Trees (GBTs) employed in the domain of hyperpartisan
news. Systems such as Cruz et al. (2019) compare this method and its performance with
that of the RF - with RF being the better performer. We hence integrate the RF classifier
as the second contestant for the classification of hyperpartisan news.

Given the generalisation and adaptability capabilities of the SVM through its range
of kernel functions, and the unique advantages brought forward by the RF such as
the ensemble of decision trees and rejection to overfitting, we conclude on these two
classifiers as candidates for the classification of hyperpartisan news articles. We hence
compare the performance of these classifiers with one another, and with selected DL
systems, as detailed in Section 3.3.2.

3.3.2 | Deep Learning Approaches
Having established the traditional classification methods to employ, we examine state-
of-the-art DL classification approaches for the classification of text-based NLP tasks and,
more specifically, the classification of hyperpartisan news articles. This space is domi-
nated by CNNs and RNNs - or rather their optimised relative, the LSTM networks.

One finds varying performances with both these algorithms. In evaluating similar
systems employing such techniques, we notice a minority of studies [Färber et al. (2019);
Zhang et al. (2019)] achieving high validation accuracies on the local training dataset, yet
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suffering when tested on a hidden test set (refer to Section 2.3). This behaviour strongly
suggests the tendency of overfitting on the training data, hindering the model’s capa-
bility to generalise to unseen data. Such an issue is an added difficulty to our analysis,
since the resulting poor performance of a model may not be due to the model’s lack of
ability but rather the implementation in which it is used.

Jiang et al. (2019), coming first place in the SemEval Hyperpartisan News Detection
challenge, successfully implement a CNN classifier on the By-Article Hyperpartisan
dataset (Section 2.1). Moreover, after training 10 separate classifiers using 10-fold cross
validation, the best three are handpicked and aggregated within an ensemble system in
which the output of all three is averaged into one. Each of the classifiers makes use of
five convolutional layers, while batch normalisation is utilised within the classifier for
added performance and faster training time. We choose to employ the same individ-
ual CNN architecture due to its reputable performance and generalisation capabilities
showcased when tested on the hidden test-set. Moreover we also experiment with the
ensemble model suggested by Jiang et al. (2019), as discussed in detail in Section 4.4.

Given the time constraints imposed upon the project, we include solely one DL clas-
sifier within HyperPT - the CNN. Our decision on employing the CNN network is
largely based on the success displayed by Jiang et al. (2019) - it is not however the only
reason. Compared with the RNN network, the CNN trains significantly faster (up to×5,
as shown by DeepBranch11 DL benchmarking tools). Moreover the RNN and LSTM net-
work family contains a number of various architectures, and are often utilised in double,
opposite formations known as biRNNs or biLSTMs. This is such that equal attention is
given to the whole sequence features (Section 2.3). Given this reality, such a network
would have been more challenging and time-consuming to train and evaluate in the
given timeframe - more so when considering the seemingly overall poorer performance
featured in related work (Section 2.7), with the highest rank achieved using such mod-
els being fifth place [Isbister and Johansson (2019)]. Nevertheless we do not exclude
that further research into the RNN architecture is possible, and given the opportunity
to do so as future work, the addition of RNN and LSTM networks and their evaluation
with the already implemented models would be an important extension to the HyperPT
system.

11DeepBranch - github.com [Last Accessed : 07-2020]
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3.3.3 | System Implementation and Hyperparameter Tuning
Further to the above, we are left with three classification algorithms; SVM, RF and
CNN. The former two algorithms are both implemented using the Scikit-Learn12 Python
library, while the CNN is implemented using Keras13 with a Tensorflow14 backend.
Within the physical system implementation, each classifier is added as a separate class
object module, with the option of which one to execute during runtime specified as a
command-line parameter. Each classifier can be evaluated in two configurations; 10-
fold cross validation or train-test split (with the test set being either randomly selected
or statically pre-chosen). Both cross validation and train-test splitting is performed us-
ing the Scikit-Learn framework, making use of Scikit-Learn Keras wrappers15 for sup-
porting the CNN implementation.

Hyperparameter tuning is performed on all three classifiers as discussed thoroughly
in Section 4.2.1. In doing so we attempt at finding the best classifier configuration for
the problem at hand, adapting the models as much as possible. Tuning is performed
in a grid-search and cross validation manner, automated using the Scikit-Learn Grid-
SearchCV model selection approach, which couples the two techniques automatically.

3.3.4 | Adapting Feature Representations to the Classifier Architec-
tures

The CNN classifier presents the inherent requirement that all data sequences given as
input must be of the same length. Thereby we preprocess each article feature length
such that they all contain the same, pre-set number of features. Hence in the case that
an article is longer it is trimmed to fit, while articles of smaller lengths are appended
with zero vectors. Through initial tests we determined the best pre-set threshold for
each feature representation approach, settling on 500 features for Word2Vec, 300 fea-
tures for GloVe and 1024 features for ELMo. Note that traditional feature representation
techniques are of equal length already.

Moreover, evaluating Word2Vec features results in better performance using the
Skipgram model, which is thereby maintained throughout ensuing tests involving Word2Vec
embeddings.

The adaptation of word-embedding features for the traditional classifiers (namely
the SVM and RF) involves transforming the input features from 2-dimensional vectors

12Scikit-Learn - scikit-learn.org [Last Accessed : 07-2020]
13Keras - keras.io [Last Accessed : 07-2020]
14Tensorflow - www.tensorflow.org [Last Accessed : 07-2020]
15Scikit-Learn Wrapper for Keras - pypi.org [Last Accessed : 07-2020]
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(vector for each feature) to one vector representing the entire article. Analysing related
work, similar systems tend to average all article feature vectors into one [Srivastava
et al. (2019); Yeh et al. (2019)]. We experiment with a more niche approach featured by
De Boom et al. (2016) as a baseline method, in which we take the element-wise mini-
mums and element-wise maximums of all the feature vectors. These two vectors are
then appended, with the minimums extended by the maximums - resulting in a single
vector of double the length of the original.

Initial evaluations of this approach with more basic ones such as the element-wise
mean, minimum and maximum resulted in min-max reduction achieving the best over-
all performance. Alternative approaches such as max-min reduction are not attempted
due to time-constraints, however we do recommend the consideration of these ap-
proaches in future experiments. Alternatively, approaches such as Principal Component
Analysis (PCA) [Abdi and Williams (2010); Wold et al. (1987)] could be used to reduce
the dimensionality of the feature vectors by deriving their principal components.

Having discussed the selection and implementation of the three classification can-
didates for the detection of hyperpartisan news articles, we now move to Section 3.4,
where we shift our focus to external features, particularly the addition of sentiment and
model interpretation along with the corresponding feature saliency.

3.4 | External Features
In Section 3.2 and Section 3.3 we discussed our approach and implementation of the
hyperpartisan classification system, including the loading, preprocessing and represen-
tation of data samples, along with the three classifiers used; SVM, RF and CNN.

In this section we now examine the addition of external features, with the aim of
increasing the accuracy and reliability of our classification performance, while giving us
better insight into the nature of the hyperpartisan news article itself (as discussed later
on in Chapter 4). First in Section 3.4.1 we discuss the integration of sentiment features
within HyperPT - highlighting the various forms of sentiment applied. Following this,
in Section 3.4.2 we describe our approach towards implementing an Explainable A.I.
system capable of interpreting the classifier’s decisions and consequently highlighting
the saliency of each article feature within the classification.

3.4.1 | Sentiment Features for Hyperpartisan News Classification
Due to the potentially crucial role sentiment may play in sensationalised written text
such as hyperpartisan news articles, we feel that it is one the most pivotal external fea-
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tures to consider within the classification. Thereby, further to the concise discussion on
its underlying functionality in Section 2.4, we use the NLTK VADER (Valence Aware
Dictionary for sEntiment Reasoning) sentiment lexicon to issue sentiment labelling for
our corpus. Being proved by Hutto and Gilbert (2014) as one of the top off-the-shelf
approaches currently in use, one finds VADER utilised within the application of hyper-
partisan news detection [Anthonio and Kloppenburg (2019); Joo and Hwang (2019)]. We
opt for this method not only due to its reliable sentiment labelling, but also because of
its significantly faster classification time compared with other, more complex methods.

Sentiment features are generated as a one-time process by a separate subcompo-
nent of the HyperPT system known as the Sentiment Generator. The corresponding
sentiment scores are then written as attributes to the respective articles inside of the
MongoDB database, to be loaded accordingly at runtime. During classification, senti-
ment scores are embedded within the article text, preceding the corresponding textual
features.

We make use of sentiment in two forms; label and score. A sentiment label is gener-
ated by rounding the original sentiment score, with high sentiment scores (larger than
0) being classified as positive and low sentiment scores (smaller than 0) being classified
as negative. A sentiment score of 0 implies that the text is of neutral sentiment. Senti-
ment scores issued by VADER are four; positive, negative, neutral and compound. The
compound sentiment score is a float number between −1 and 1, with −1 being extreme
negative, and 1 extreme positive. In calculating this measure, VADER takes into consid-
eration the valence of each feature with respect to the rest of the corpus in which it is
used - thereby giving us a more true-to-context sentiment measure [Hutto and Gilbert
(2014)].

We implement sentiment at two levels of granularity; at the article level and the
sentence level. These result in a single sentiment feature appended in front of the article
text in case of the former, and a localised sentiment feature appended in front of each
sentence sequence for the latter. At the article level we generate the sentiment label
using two separate approaches; Global Label - where we calculate one global article
sentiment score, and Derived Label, which is calculated by taking the average of all the
sentiment scores generated at the sentence level, thereby in theory giving us a more
locally-aware measure.

Among the number of presented approaches, we also take into consideration just
the generated negative score, as well as all VADER scores altogether (Positive, Nega-
tive, Neutral, Compound). We do so inspired by related work, in order to determine
whether these approaches improve on the system performance as respectively reported
by similar systems - Anthonio and Kloppenburg (2019) and Palić et al. (2019) (Section
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1 Global Label - Article Level
2 Derived Label - Article Level
3 Compound Score - Article Level
4 Compound Score scaled ×1000 - Article Level
5 Negative Score - Article Level
6 Negative Score ×1000 - Article Level
7 Label - Sentence Level
8 Compound Score - Sentence Level
9 Compound Score ×1000 - Sentence Level
10 Negative Score - Sentence Level
11 Negative Score ×1000 - Sentence Level
12 Positive, Negative, Neutral, Compound - Article Level
13 Positive, Negative, Neutral, Compound ×1000 - Article Level

Table 3.1: Sentiment Integration Approaches employed at the article and the sentence
level within the HyperPT study.

2.4). Moreover we scale each sentiment score separately by a factor of 1000, to determine
the effects of such an enhancement (note that during initial testing we also scaled the
features by 10 and 100, with close to no difference in performance). In all we employ 13
different sentiment integration approaches, as showcased in Table 3.1.

3.4.2 | Explainable A.I. forModel Interpretation and Feature Saliency
The newly emerging field of Explainable A.I. allows one to determine the logic behind a
classifier’s decision, in doing so indicating whether it is working as expected. Moreover,
it gives one further insight into the data samples and the effects the features play within
the classification.

Throughout the HyperPT study we make use of a novel effective Explainable A.I.
algorithm known as LRP. This approach, as discussed thoroughly in Section 2.5, prop-
agates back through the classifier, analysing each layer of the model until it assigns an
influence score to each input feature. Moreover we utilise a baseline explainability ap-
proach known as Sensitivity Analysis (SA) with which to compare the LRP algorithm.

LRP is put to use once the training and evaluation of the classification model is
concluded. It is run on the trained classifier, monitoring N randomly chosen articles.
Due to the assigning of influence scores to each input feature, a saliency map for all
the article features is created, through which we determine which features are the most
relevant to the classification. Hence say if a hypothetical topic of classification would
be space exploration, words like astronauts and NASA would have more saliency in the
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classification decision compared with other words which are not as directly related to
the subject - such as people and environment [Arras et al. (2017)].

Before we analyse the features and corresponding influence scores, we make sure
to evaluate the explainability algorithm itself to be sure that it is trustworthy in its pre-
dictions. LRP is evaluated using a technique inspired by Arras et al. (2017) and Samek
et al. (2017), whereby we sequentially remove the saliency-flagged features in descend-
ing order and reclassify the corresponding article samples. In doing so we monitor the
classification accuracy with each word removal, with the fastest degrade in accuracy im-
plying the best feature saliency flagging. Hence LRP is evaluated in such a manner with
the SA algorithm and with random feature removal, as showcased in detail in Chapter
4 (Section 4.3.3).

LRP and SA are both implemented for the CNN model using the iNNvestigate16

Python framework. Moreover in case of the SVM, we follow the work conducted by
Arras et al. (2017) in order to implement the LRP algorithm from first principles. Note
that due to the already clear discrepancy between LRP and SA in the evaluation process
for the CNN, and the constraints dictated by time limitations, we refrain from imple-
menting the SA algorithm as well on the SVM - since this would imply the building
of such a technique from first principles as well. Moreover, none of the interpretability
algorithms are applied on the RF classifier. This is since during the classifier evaluation
stages (which at this point were concluded), we were already aware from the exper-
iments conducted (Section 4.2) that the RF classifier performs at an inferiority to the
other two classifiers, defeating the need for further work.

Finally, a visualisation tool inspired by Arras et al. (2017) is introduced, where the
classified articles are reassembled and each feature is highlighted inside of a heatmap.
Red shading implies that the feature supports the hyperpartisan class, while blue shad-
ing infers that it opposes it, and white (colourless) implies that the feature is neutral in
the classification. The restructuring of the original article features from the input vectors
is not a trivial task to implement, and the best way we found to go about it is to sepa-
rately maintain the preprocessed article tokens right before they are converted to feature
representation vectors. This is done such that later on throughout the process the input
vectors could be matched back to the corresponding original textual features through
element-wise mapping, thereby mapping also the influence score for each feature.

16iNNvestigate - github.com [Last Accessed : 07-2020]
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3.5 | System Methodology - Summary
Throughout this chapter, we described our approach for the implementation of Hy-
perPT - automatic classification of hyperpartisan news articles. We started off in Section
3.1 by discussing a high level overview of the project - highlighting in particular the
three main components forming the system. This was followed by an in-depth exam-
ination into the data sample loading and preprocessing, before the article features are
transformed into representation vectors - discussed in Section 3.2. Following this, in
Section 3.3 we described the implementation of three classifiers; SVM, RF and CNN for
the classification of hyperpartisan news articles.

Finally in Section 3.4 we discussed the integration of external features within the
classification process, namely the addition of sentiment and analysis of the classifier’s
decision-making, resulting in the saliency of features as an external feature.

In Chapter 4 we now evaluate the HyperPT system, in the hopes of finding the best
configuration set-up for the problem at hand, while trying to achieve the best attainable
performance. In doing so, we also aim at taking a closer look at the hyperpartisan
article itself, with the aim of giving us further insight with which we could improve our
system, and ensuing future work.
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4

System Evaluation and Discussion

The dynamic arrangement discussed in Chapter 3 enables us to efficiently evaluate the
HyperPT system by conducting a diversity of experiments with a level of ease and celer-
ity.

Throughout this chapter we discuss these experiments and evaluate the components
making up the HyperPT system. We start off in Section 4.1 where tests are performed
to establish the best feature representation and data preprocessing techniques. This is
followed by Section 4.2, where we discuss the performance of the three classification
algorithms introduced to the HyperPT system; the SVM, RF and CNN, comparing them
with each other and the state-of-the-art.

Having discussed the baseline classification system, we then expand in Section 4.3
on the hyperpartisan article itself, addressing the introduction of sentiment as an extra
feature and the minimum length of the hyperpartisan article, along with the impact of
the article title on the system performance. Moreover we evaluate the Explainable A.I.
aspect of HyperPT which we then use to interpret the classification model and generate
influence scores for textual features within the hyperpartisan articles. Finally in Section
4.4, the best system configuration and classification model is compared with the state-
of-the-art and winner of the SemEval Hyperpartisan News Article 2019 challenge - Jiang
et al. (2019).

For each of these four sections, a series of experiments are performed, followed by
a succinct discussion on the results achieved and the derived implications, with the
acquired knowledge then extended to the ensuing batch of experiments. In doing so we
create a form of narrowing-down approach, where we maintain the best performing test
configurations for the succeeding tests, and eliminate the weaker candidates. Hence, we
decrease the otherwise large number of potential tests and converge towards a leading
and generalised single system for the classification of hyperpartisan news articles.
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Note that all tests are performed on the SemEval Hyperpartisan News Article dataset,
more particularly on the By-Article collection consisting of 645 articles. A thorough
background on the dataset, its origin, features and limitations is given in Section 2.1.

4.1 | Feature Representation and Data Preprocessing
for Hyperpartisan News Classification

Initial tests are conducted to 1) establish the ideal feature representation with which to
represent our articles and 2) determine which data preprocessing techniques would be
the most effective in cleaning the article features.

We conduct experiments using a number of feature representation technologies ap-
plied alongside data preprocessing filters. We experiment with both traditional well-
known feature representation methods and more modern word-embedding systems.
Chosen traditional approaches include TF [Potthast et al. (2018)], TF-IDF [Papadopoulou
et al. (2019)] and POS-Tags [Nguyen et al. (2019)].

Among a number of embedding systems, we retrain Word2Vec [Mikolov et al. (2013a,b)]
embeddings on our dataset, while also experimenting with pretrained embeddings; pre-
trained Word2Vec, GloVe [Pennington et al. (2014)] and ELMo [Peters et al. (2018)]. The
integration of these systems and their use inside of the HyperPT system is discussed in
Chapter 3.

These listed feature representations are evaluated with five data preprocessing ap-
proaches integrated within the HyperPT system; raw text, stopword removal, punctua-
tion removal, lowercasing and lemmatisation.

The rest of Section 4.1 is structured as follows. In Section 4.1.1 feature represen-
tation techniques are evaluated. We analyse the results acquired and choose the best
performing method of all seven. We then move on to determining the most effective
data preprocessing methods for the preparation of article features. This is addressed in
Section 4.1.2.1, where we evaluate the performance of the five individual text cleaning
approaches. Of these, the most promising ones are chosen and tested together in an
aggregated manner - tackled in Section 4.1.2.2. In doing so we determine whether the
integration of multiple preprocessing techniques increases or decreases the classification
performance.

For any of the individual scores in the upcoming experiments, we decided on per-
forming three separate yet identical tests, with the final result being the mean and stan-
dard deviation of the three scores. Each of these tests is performed using 10-Fold Cross-
Validation, with each test value being the mean of 10 accuracy scores.
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We settled on three tests since we found that it strikes the best balance between re-
peating the same test configurations for confidence in results and allowing us enough
time to experiment with a high number of different test set-ups. We test in such rigorous
fashion with the aim of evaluating the generalisation of different system configurations
and increasing reliability in our assessment of the results acquired, considering the in-
herently stochastic nature at the core of each classification experiment.

4.1.1 | Feature Representation for Hyperpartisan News Articles
In Table 4.1, 4.2 and 4.3 we observe accuracy results obtained for each feature represen-
tation method coupled with individual preprocessing techniques. We test these couples
with the aim of determining the relationship and effects of each data preprocessing and
feature representation configuration. In doing so we determine the typical behaviour
expected by each representation approach in use with each of the various data prepro-
cessing methods. Based on the acquired results we then choose a number of the best
performing individual preprocessing techniques, and test them simultaneously in an
aggregate manner as discussed in Section 4.1.2.2.

The three tables mentioned above display feature representation and data prepro-
cessing results respective to each of the three classifiers implemented for hyperpartisan
classification; Support Vector Machine (SVM), Random Forest (RF) and Convolutional
Neural Network (CNN). Since they share the same experiment configurations, we can
easily map specific configuration results between any of the three classification algo-
rithms - in doing so we not only evaluate the generalisation of every approach across
the three classifiers, but also the performance of each classifier (Section 4.2).

4.1.1.1 | Feature Representation using SVM Classifier

We start by examining results obtained using the SVM classifier - showcased in Table 4.1.
One instantly observes a gap in performance between ELMo embeddings and its com-
petitors for all five preprocessing configurations. It is the only representation method to
achieve accuracy scores of 0.80 or above, and does so for four of the five configurations
in which it is used, with the only exception being stopword removal; with an accuracy
of 0.783 and a standard deviation of ±0.009. Moreover, the highest mean accuracy of
0.813 (±0.006) for the SVM is achieved again using ELMo and removal of punctuation.

Competing word embedding technologies (corpus-trained Word2Vec, pretrained Word2Vec
and GloVe) do not fare as well as ELMo, achieving results in distinguishably lower
ranges and comparative to those of traditional approaches (TF, TF-IDF and POS-Tags).
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Support Vector Machine
Raw No Stopwords No Punctuation Lowercase Lemmatisation

TF 0.747 (±0.010) 0.763 (±0.008) 0.755 (±0.002) 0.751 (±0.012) 0.751 (±0.020)
TF-IDF 0.767 (±0.007) 0.758 (±0.007) 0.771 (±0.010) 0.765 (±0.019) 0.768 (±0.009)
POS-Tags 0.778 (±0.019) 0.780 (±0.006) 0.771 (±0.004) 0.787 (±0.002) 0.726 (±0.012)
Word2Vec 0.735 (±0.013) 0.744 (±0.010) 0.734 (±0.014) 0.730 (±0.010) 0.738 (±0.006)
Word2Vec (PT) 0.769 (±0.005) 0.756 (±0.007) 0.770 (±0.005) 0.762 (±0.009) 0.746 (±0.012)
GloVe (PT) 0.746 (±0.012) 0.747 (±0.014) 0.741 (±0.009) 0.737 (±0.007) 0.741 (±0.012)
ELMo (PT) 0.800 (±0.013) 0.783 (±0.009) 0.813 (±0.006) 0.808 (±0.014) 0.800 (±0.021)

Table 4.1: Accuracy scores of a SVM classification algorithm using individual Data Pre-
processing and Data Representation configurations. Each result consists of the mean
accuracy score of three identical 10-Fold Cross-Validation tests, along with the standard
deviation.

Pretrained Word2Vec seem to suffer the least in accuracy, exceeding corpus-trained
Word2Vec and GloVe by around 0.10 to 0.30.

POS-Tagging may perhaps be considered the most effective of the lot, exceeding
all competing feature representations (with the exception of ELMo) in four out of five
configurations with the sole disappointing score of 0.726 (±0.012) when used with lem-
matised features (Lemmatisation). TF-IDF on the other hand seems to be a general im-
provement on TF, with the exception being in the case of stopword removal.

From our analysis in the case of the SVM (Table 4.1), we derive two main observa-
tions; the distinguishably better performance of ELMo to its competitors and the similar
range of accuracies of all the other alternative techniques, irrelevant of their nature. In
response to these two observations one must ask why is this behaviour so in the first
place, and whether this is localised on the SVM or replicated for the other two classi-
fiers; RF and CNN.

To shed some light on the first question, one must perhaps delve into the inner work-
ings of these representation technologies. Different to Word2Vec and GloVe, ELMo fea-
ture representation vectors are contextual; wherein a feature may be represented by
different dense vectors depending on the context in which it is used. Moreover, mor-
phological clues are used for out-of-dictionary features in order to create bespoke vector
embeddings [Peters et al. (2018)] (Section 2.2).

These distinctive attributes may give ELMo the extra edge in performance accu-
racy reflected in Table 4.1. Adding to this, competing word embedding technologies
seem to fail at capturing corpus features and their contexts any better than traditional
methods. Unique features inside the dataset may not be available in the vocabulary
upon which the embedding technologies are trained, particularly for pretrained meth-
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ods (pretrained Word2Vec, GloVe and ELMo). ELMo caters specifically for this since it
uses heuristically-supported predictors to establish new, context-sensitive representa-
tion vectors.

This leaves us with the second question; whether this behaviour is replicated over
other classification algorithms or if it is just manifested in the case of SVM. To investigate
this, we now examine accuracy results for the RF classifier, as displayed in Table 4.2.

4.1.1.2 | Feature Representation using Random Forest Classifier

Examining accuracy results for RF in Table 4.2, one confirms that the performance monopoly
of ELMo embeddings persists, albeit with a lower set of accuracy values. Moreover we
notice a trend of reduced accuracy results (compared to the SVM) all throughout this
batch of experiments. The highest score achieved is that of 0.785 (±0.015) using ELMo
vectors and feature lemmatisation - contrasting to the highest accuracy of 0.813 (±0.006)
on the SVM.

Random Forest
Raw No Stopwords No Punctuation Lowercase Lemmatisation

TF 0.748 (±0.008) 0.761 (±0.007) 0.746 (±0.012) 0.737 (±0.008) 0.743 (±0.002)
TF-IDF 0.749 (±0.014) 0.763 (±0.007) 0.750 (±0.009) 0.750 (±0.010) 0.752 (±0.017)
POS-Tags 0.705 (±0.004) 0.694 (±0.005) 0.713 (±0.011) 0.709 (±0.001) 0.696 (±0.004)
Word2Vec 0.743 (±0.012) 0.762 (±0.002) 0.750 (±0.005) 0.750 (±0.010) 0.760 (±0.006)
Word2Vec (PT) 0.757 (±0.015) 0.732 (±0.009) 0.756 (±0.009) 0.739 (±0.004) 0.746 (±0.011)
GloVe (PT) 0.743 (±0.006) 0.734 (±0.019) 0.734 (±0.003) 0.748 (±0.009) 0.731 (±0.009)
ELMo (PT) 0.769 (±0.012) 0.766 (±0.012) 0.771 (±0.014) 0.769 (±0.008) 0.785 (±0.015)

Table 4.2: Accuracy scores of a RF classification algorithm using individual Data Pre-
processing and Data Representation configurations. Each result consists of the mean
accuracy score of three identical 10-Fold Cross-Validation tests, along with the standard
deviation.

The notable performance of POS-Tags on SVM is not reciprocated in the case of RF,
performing the poorest of all feature representation techniques and being the only one to
break below the 0.70 accuracy mark. While the slight improvement in accuracy between
TF and TF-IDF persists, so does the lack of difference between traditional and alternative
embedding technologies; with both Word2Vec and GloVe scoring in the same range of
results as that of TF and TF-IDF.

ELMo embeddings yet again suggest their enhanced representation capabilities over
all other feature representations. The persistence of such behaviour also indicates their
generalisation capabilities when used with different classification algorithms.
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Having evaluated feature representation methods using both SVM and RF classi-
fiers, we are close to converging on a single feature representation method; ELMo em-
beddings. Before settling on ELMo and disqualifying all other feature representation
approaches, we examine accuracy results for the CNN classifier to determine whether
the dominating performance of ELMo embeddings persists.

4.1.1.3 | Feature Representation using CNN Classifier

In Table 4.3, one examines classification accuracies for feature representation approaches
using the CNN classifier.

Here we see a variation in the range of results not previously seen in previous ex-
periments, with accuracy scores ranging from as low as 0.567 (±0.008) to as high as
0.790 (±0.018). The pattern noticed for ELMo embeddings in preceding experiments is
repeated here as well, achieving the highest accuracy results for nearly all data prepro-
cessing configurations except for lemmatisation - where ELMo is exceeded in perfor-
mance by corpus-trained Word2Vec.

Convolutional Neural Network
Raw No Stopwords No Punctuation Lowercase Lemmatisation

TF 0.623 (±0.022) 0.605 (±0.008) 0.634 (±0.005) 0.636 (±0.011) 0.642 (±0.008)
TF-IDF 0.648 (±0.005) 0.602 (±0.016) 0.647 (±0.009) 0.651 (±0.008) 0.644 (±0.014)
POS-Tags 0.573 (±0.007) 0.567 (±0.008) 0.589 (±0.008) 0.568 (±0.006) 0.668 (±0.004)
Word2Vec 0.761 (±0.007) 0.772 (±0.005) 0.765 (±0.007) 0.766 (±0.005) 0.771 (±0.006)
Word2Vec (PT) 0.746 (±0.011) 0.755 (±0.019) 0.759 (±0.018) 0.758 (±0.001) 0.742 (±0.002)
GloVe (PT) 0.773 (±0.017) 0.759 (±0.010) 0.749 (±0.009) 0.770 (±0.012) 0.762 (±0.014)
ELMo (PT) 0.790 (±0.018) 0.773 (±0.010) 0.778 (±0.012) 0.787 (±0.008) 0.766 (±0.004)

Table 4.3: Accuracy scores of a CNN classification algorithm using individual Data Pre-
processing and Data Representation configurations. Each result consists of the mean
accuracy score of three identical 10-Fold Cross-Validation tests, along with the standard
deviation.

Moreover corpus-trained Word2Vec, for the first time, distinguishes itself from the
other embedding representations (pretrained Word2Vec and GloVe). For the first time as
well, we see a difference between embedding and traditional representation technolo-
gies, due to the fact that traditional methods achieve very poor results, with the worst
performer being yet again POS-Tags.

Indeed none of the traditional methods achieve results at or over the 0.70 accuracy
mark, which is a far cry from the notably better results achieved in previous experi-
ments. POS-Tags are without question the most controversial of the lot with the highest
scores among traditional approaches for SVM and the lowest for both RF and CNN.
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Comparing these experiments to their predecessors, the only variable to change is
the classifier itself. Being the only Deep Learning (DL) classifier of the three, one won-
ders whether the DL nature of CNN plays a part in this outcome. This along with the
performance of the SVM and the RF, is discussed further in Section 4.2.

In Section 4.1.1.1, Section 4.1.1.2 and Section 4.1.1.3, we discussed experiments con-
ducted on the three classification algorithms. Now we address the overall performance
of tested feature representation techniques to reach a conclusion as to the best approach
for hyperpartisan news classification.

4.1.1.4 | Feature Representation for Hyperpartisan News Articles - Overview

From our analysis of accuracy scores in Table 4.1, Table 4.2 and Table 4.3, we observe
ELMo embeddings distinguishing themselves as the best tested feature representation
approach. They achieve the highest accuracy in all individual data preprocessing con-
figurations tested, with standard deviation values maintained in the same range as that
of competing data representation systems.

Figure 4.1: Accuracy results for individual Data Representation techniques averaged
over the three classification algorithms; SVM, RF and CNN.

The superior performance of ELMo can perhaps be better visualised in Figure 4.1,
where we plot the mean accuracy scores of tested data representation techniques as a
time-series chart. The pretrained ELMo embeddings are completely segregated at the
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0.783 level, while competing word-embedding technologies are altogether clustered at
the 0.750/0.760 ranges, achieving more or less the same range of results.

Observing Figure 4.1, all tested word-embedding technologies lie at a higher range
to traditional data representation systems - in turn lying in the lower ranges of 0.680 to
0.723. As expected from our observations in Section 4.1.1.3, POS-Tags result in the worst
performers, undoubtedly affected by their notably poor performance when tested using
the CNN classifier (Table 4.3). Moreover, all traditional data representation techniques
suffer when used in conjunction with the CNN, resulting in a heavy impact on their
averaged performance.

We hence conclude that pretrained ELMo Embeddings are the most effective feature
representation approach for all three classifiers. In doing so we discontinue experiments
on all other data representation methods and establish ELMo as the chosen data repre-
sentation technology for our system.

4.1.2 | Data Preprocessing for Hyperpartisan News Articles
In Section 4.1.1 we performed experiments on various feature representation techniques
- converging on ELMo embeddings [Peters et al. (2018)] as the best performing feature
representation approach out of the seven tested for the classification of hyperpartisan
news articles.

Tested representations are simultaneously tested with five individual data prepro-
cessing/cleaning methods; 1) raw textual features (no preprocessing applied), 2) re-
moval of stopwords, 3) removal of punctuation, 4) lowercasing of features and 5) lem-
matisation of features. In the upcoming Section 4.1.2.1, we discuss the performance of
each of these approaches with respect to the three classifiers. We re-examine the accu-
racy scores achieved using ELMo embeddings with each of the aforementioned prepro-
cessing approaches - in doing so evaluating their generalised performance.

From these results we choose a number of the best performing preprocessing tech-
niques, to then test them together in Section 4.1.2.2 as an aggregate preprocessing func-
tion applied on the corpus features. This step is applied since unlike feature representa-
tion approaches, data preprocessing methods can be, and often are, applied simultane-
ously on the same features as an aggregate preprocessing procedure.

4.1.2.1 | Individual Data Preprocessing for Hyperpartisan News Articles

In order to examine the performance of individual data preprocessing techniques, we
extract accuracy results from Table 4.1, 4.2 and 4.3 corresponding to each of the tested
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data preprocessing approaches in conjunction with ELMo embedded features. In doing
so we examine preprocessing methods at their proven best performance - when used
with ELMo feature representations (Section 4.1.1).

In Table 4.4 one can observe these scores, along with the mean accuracy and standard
deviation of each technique across all three classification algorithms; the SVM, RF and
CNN.

Raw No Stopwords No Punctuation Lowercase Lemmatisation
SVM 0.800 (±0.013) 0.783 (±0.009) 0.813 (±0.006) 0.808 (±0.014) 0.800 (±0.021)
RF 0.769 (±0.012) 0.766 (±0.012) 0.771 (±0.014) 0.769 (±0.008) 0.785 (±0.015)
CNN 0.790 (±0.018) 0.773 (±0.010) 0.778 (±0.012) 0.787 (±0.008) 0.766 (±0.004)
Mean 0.786 (±0.014) 0.774 (±0.010) 0.787 (±0.011) 0.788 (±0.010) 0.784 (±0.013)

Table 4.4: Individual and mean accuracy scores for all tested data preprocessing tech-
niques using ELMo embeddings. The mean results consist of the mean performance of
each data preprocessing approach when used in conjunction with ELMo embeddings
across the 3 classifiers.

As is also observed in Section 4.1.1, we notice that the best results are achieved using
SVM, with four out of five preprocessing methods scoring at or above the 0.80 mark. The
highest accuracy for both the SVM as well as the rest of the experiments is that of 0.813
(±0.006) - acquired using non-punctuated features.

Between each set of per-classifier results we notice a reoccurring pattern where the
highest score is typically achieved using SVM, with the lowest being with the RF, and
the CNN lying in between. This pattern holds true for four out of the five preprocessing
approaches, with lemmatisation being the exception where the RF classifier score of
0.785 (±0.015) exceeds that of the CNN’s 0.766 (±0.004). This trend suggests that the
SVM is perhaps the most adequate for handling the classification problem at hand, with
the RF being the poorest. The same observation is also noted in experiments on feature
representation approaches in Section 4.1.1, and is discussed further in Section 4.2.

We evaluate the overall performance of preprocessing techniques by examining the
mean accuracy for each across all three classifiers as shown in Table 4.4. Albeit scoring
the highest individual score, No Punctuation settles at second place, with lowercasing of
features getting the slightly higher mean accuracy of 0.788 (±0.010) to No Punctuation’s
0.787 (±0.011). The reason behind this lies in the results acquired using CNN, where
Lowercase achieves significantly higher accuracy to No Punctuation, balancing out the
otherwise slightly poorer performance in the case of both SVM and RF.

Raw and lemmatised textual features follow closely behind at 0.786 (±0.014) and
0.784 (±0.013), with the worst performer being stopword removal at 0.774 (±0.010) -
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being also the only preprocessing method to score an accuracy below 0.80 (at 0.783) on
the SVM classifier.

Due to No Punctuation and Lowercase achieving the highest two mean accuracies,
one could argue that reducing the ’clutter’ and cleaning the corpus text such that it con-
sists of simple lowercased textual features facilitates the classification process; further
paving the way for the classifier and thereby increasing the system’s performance.

One must be careful however not to remove too many corpus features such that it
impairs the classification performance. We believe this is the case for No Stopwords.
The removal of stopwords may very well be decreasing the inherent perception of hy-
perpartisan articles, since albeit stopwords seeming trivial at first glance, the context in
which a stopword is used may significantly affect the meaning the article is trying to
portray.

From our observations above, we choose No Punctuation, Lowercase, Raw textual
features and Lemmatisation as the most promising individual contestants. We thereby
opt to leave out solely the worst performer; No Stopwords, from aggregate prepro-
cessing testing. In Section 4.1.2.2 we conduct testing using aggregate preprocessing
techniques and apply them simultaneously on the corpus features. In doing so we de-
termine whether aggregate solutions perform better or worse than individual ones for
the detection of hyperpartisan news articles.

4.1.2.2 | Aggregate Data Preprocessing for Hyperpartisan News Articles

Further to the developments on data preprocessing in Section 4.1.2.1, we now combine
the four chosen approaches in a number of aggregate preprocessing operations, and
compare accuracy performances with that of individual preprocessing methods. In do-
ing so we test out whether aggregate cleaning of corpus features fares better or worse
than simpler, individual filtering - before eventually converging on a single, best ap-
proach.

In Table 4.5 we observe classification results using both individual and aggregate
feature preprocessing, where we finally compute the mean accuracy across all three
classifiers. Individual preprocessing approaches consist of the four inherited from our
experiments in Section 4.1.2.1; Raw text, No Punctuation (NP), Lowercase (LC) and
Lemmatisation (LM). Aggregate preprocessing solutions are then combinations of the
latter three; No Punctuation + Lowercase (NP + LC), No Punctuation + Lemmatisation
(NP + LM), Lowercase + Lemmatisation (LC + LM), and finally No Punctuation + Low-
ercase + Lemmatisation (NP + LC + LM).

One immediately notices the inferior performance of aggregate solutions to individ-
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Accuracy Results for Aggregate Preprocessing Techniques
SVM RF CNN Mean

Raw 0.800 (±0.013) 0.769 (±0.012) 0.790 (±0.018) 0.786 (±0.014)
No Punctuation (NP) 0.813 (±0.006) 0.771 (±0.014) 0.778 (±0.012) 0.787 (±0.011)
Lowercase (LC) 0.808 (±0.014) 0.769 (±0.008) 0.787 (±0.008) 0.788 (±0.010)
Lemmatisation (LM) 0.800 (±0.021) 0.785 (±0.015) 0.766 (±0.004) 0.784 (±0.013)
NP + LC 0.788 (±0.015) 0.765 (±0.002) 0.763 (±0.006) 0.772 (±0.008)
NP + LM 0.777 (±0.006) 0.773 (±0.006) 0.754 (±0.014) 0.768 (±0.009)
LC + LM 0.791 (±0.021) 0.778 (±0.009) 0.774 (±0.012) 0.781 (±0.014)
NP + LC + LM 0.794 (±0.016) 0.763 (±0.017) 0.772 (±0.019) 0.776 (±0.017)

Table 4.5: Accuracy results and their standard deviations for individual and aggre-
gate Data Preprocessing techniques using ELMo Embeddings. All scores are the mean
of three separate and identical tests, with each being the score of a 10-Fold Cross-
Validation.

ual ones; with solely (NP + LM) and (LC + LM) scoring higher than some individual
approaches and only when applied along with the RF classifier. Conversely, the rest
of the aggregate results are poorer than their counterparts, especially in the case of the
SVM and CNN.

The best performing aggregate solution out of all would be (LC + LM) - achieving the
highest score of the lot with all three classification algorithms. This is further elucidated
when examining the mean accuracies over the three classifiers, where (LC + LM) is the
only aggregate solution to achieve a mean score higher than 0.780 [at 0.781 (±0.014)].
This score still falls short however, compared to any of the individual approaches, with
the highest mean score of all experiments in Table 4.5 being Lowercase at 0.788 (±0.010)
and No Punctuation following close behind at 0.787 (±0.011).

Given these observations we eliminate all aggregate solutions and focus on individ-
ual ones. The decision for the ultimate data preprocessing procedure lies between No
Punctuation and Lowercase, with the two having respective mean accuracies of 0.788
and 0.787. Examining the mean standard deviations of each, we find a slightly higher
deviation for No Punctuation (at 0.011) than for Lowercase (at 0.010). Albeit the differ-
ence being such a small margin, this does offer the suggestion that Lowercase also tends
to vary less (albeit not by much) between experiments, making it more reliable.

Keeping this in mind we also notice a slightly higher performance in aggregate pre-
processing solutions containing the lowercasing of features. Examining the mean ac-
curacies of the four aggregate approaches, one notices that the lowest score of the lot
(0.768) is achieved with (NP + LM) - being the only procedure not containing lower-
cased features. Moreover, adding Lowercase to this combination such that we have (NP
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+ LC + LM) boosts the mean accuracy by nearly 10% to an accuracy of 0.776 - further
validating the positive effects of feature lowercasing.

The notable effectiveness of feature-lowercasing and the reasons behind it are inter-
esting points to investigate. Since lowercasing tends to reduce the size of the corpus
vocabulary due to some uppercased and capitalised features being the same as other
lowercased ones, we think this may perhaps decrease the complexity and variety of
the corpus articles, particularly for such a small dataset as the SemEval Hyperpartisan
News Articles dataset (Section 2.1). The reduction in complexity may increase the classi-
fication accuracy due to the article being simpler for the classification algorithm to work
with.

From the results acquired we hence conclude on lowercasing of all corpus features
as the ideal preprocessing stage before hyperpartisan news classification is performed.
In doing so we incorporate this procedure in all of the ensuing tests and eliminate all
the other contestants.

4.1.2.3 | Data Preprocessing for Hyperpartisan News Articles - Overview

Throughout Section 4.1.2 we discussed and evaluated a variety of data preprocessing
techniques for the classification of hyperpartisan news articles.

We started off in Section 4.1.2.1 with individual, simplistic data cleaning approaches,
namely; raw untouched features, removal of stopwords, removal of punctuation, low-
ercasing and finally lemmatisation of corpus features. We performed classification ex-
periments with each of three classifiers - SVM, RF and CNN. In doing so we evaluated
the classification performance of each, to finally eliminate the removal of stopwords
due to its inferior performance (refer to Table 4.4) before proceeding to experiment with
aggregate preprocessing techniques in Section 4.1.2.2.

Aggregate solutions consist of different combinations of multiple individual prepro-
cessing approaches applied simultaneously on article features. Four aggregate solu-
tions are tested in all and compared with each other as well as with their individual
counterparts (refer to Table 4.5). Despite the added complexity they fail to outperform
accuracies achieved using simpler individual techniques at almost every scenario.

Observing both individual and aggregate performances, we finally settle on lower-
casing of article features as the ideal data preparation process before the article features
are fed to the corresponding classification algorithms.
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4.1.3 | Feature Representation and Data Preprocessing for Hyper-
partisan Classification - Discussion

In Section 4.1 we evaluated ideal feature representation and data preprocessing ap-
proaches for data preparation before classification could be performed.

Initial experiments in Section 4.1.1 consisted of establishing one feature representa-
tion with which to efficiently represent hyperpartisan article features. Both traditional
and word-embedding technologies were tested, with traditional features consisting of
TF, TF-IDF and POS-Tags, and word-embedding approaches namely corpus-trained
and pretrained Word2Vec, pretrained GloVe and finally pretrained ELMo.

ELMo was established as the best performing feature representation approach for
our articles features, with a clear improvement on performance compared to any of
the other approaches (refer to Figure 4.1). Hence ELMo is maintained throughout all
ensuing tests as the go-to feature representation of hyperpartisan news article features.

Having established an ideal feature representation approach, we then focused on
repeating the same sets of experiments to determine ideal data preprocessing techniques
(if any) for the preparation of article features. This was tackled in Section 4.1.2, where we
discussed the performance of both individual and aggregate preprocessing solutions.

Analysis of acquired accuracy results implies that removal of punctuation and low-
ercasing of features come head to head as the two best preprocessing techniques, with
lowercasing of features performing slightly better and being more consistent in nearly
all experiments, thereby establishing itself as the go-to data preprocessing application
for our hyperpartisan news classification system.

In Section 4.1 we established the ideal feature representation and data preprocessing
approaches for the classification of hyperpartisan news articles. In doing so we con-
clude the initial stages of our experimentations, extending the knowledge acquired and
the established methods to the succeeding segment; Section 4.2, where we review the
already conducted experiments and moreover perform new tests to evaluate the perfor-
mance of classification algorithms with the hopes of converging on the best performing
one to be used throughout the HyperPT system.

4.2 | Classifier for Hyperpartisan News Classification
In our previous discussions we established ELMo embeddings [Peters et al. (2018)] as
the most effective approach for representing our corpus features, which, as confirmed
also in Section 4.1, should be lowercased so that their maximum potential is utilised.
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We now examine the classification algorithms themselves, namely the SVM, RF and
CNN. Throughout this section we analyse the nature of these three algorithms, compare
their performance with that of one another, and highlight the strengths and weaknesses
of each to finally decide on a single approach.

The rest of this section is structured as follows. In Section 4.2.1 we apply hyperpa-
rameter tuning on each of the three algorithms listed above with the aim of establishing
the best hyperparameter configuration for each. Afterwards in Section 4.2.2 we proceed
to evaluate the classification performance of each classifier, in doing so re-examining ex-
periments conducted in Section 4.1 along with further new testing. Finally we remark
our conclusions and verdict on the ideal classification algorithm for hyperpartisan news
articles - detailed in Section 4.2.3.

4.2.1 | Hyperparameter Tuning for Hyperpartisan News Classifica-
tion

We perform hyperparameter tuning on each classification algorithm (SVM, RF and CNN)
with the aim of establishing the ideal configuration for maximising the classifier per-
formance. Note that in practice hyperparameter tuning is conducted in conjunction
with initial experimentations on different feature representations and data preprocess-
ing techniques; such that the classifier is already optimised and tweaked for any state
of the preprocessed features.

Some minor changes to the classifier hyperparameters are recommended depending
on the applied feature representations and data preprocessing, however 1) The major
hyperparameter configurations are clearly established no matter which preprocessing
configuration is used and 2) In order to maintain our focus on the established prepro-
cessing approaches (Section 4.1), we focus on hyperparameter tuning with respect to
lowercased features represented as ELMo embedded vectors.

In conducting our experiments we implement a Grid Search optimisation approach,
where a grid of different hyperparameter possibilities is generated, following which all
combinations are individually tested. Random Search was also considered at this stage,
however considering that 1) the number of hyperparameters is not very large and 2) the
testing itself is not too time consuming; we decided on testing out all possible configu-
rations and leave no room for doubt.

We test using 10-Fold Cross Validation, similar to all preceding testing discussed in
Section 4.1. In doing so we evaluate the reliability of each hyperparameter configuration
and its generalisation abilities while maintaining a high level of performance over differ-
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ent hyperpartisan news articles. SKLearn’s GridSearchCV1 tool is utilised to automate
the above process; exhaustively searching for the ideal hyperparameter configuration
using 10-Fold Cross Validation testing.

4.2.1.1 | Hyperparameter Tuning the SVM Classifier

The SVM classifier is tested on three separate hyperparameters; 1) the SVM kernel, 2) the
kernel coefficient γ and 3) the regularisation parameter λ. We perform our experiments
on the four main types of SVM kernels; Linear, Sigmoid, Polynomial and RBF. All of
these kernels with the exception of Linear (since it does not require a kernel coefficient)
are evaluated using four γ samples as displayed in Table 4.6.

The four samples for γ and the four for λ are generated from a log scale ( 10x ), where
x is respectively between−5 to 3, and−2 to 3. This logarithmic distribution allows us to
explore the range of possible values quicker by scaling with an equal scale of difference
with each candidate value [Joshi et al. (2016); Pedregosa et al. (2011)]. More on the SVM
and the corresponding hyperparameters can be perused in Chapter 2.

Hyperparameter Samples

Kernel

Linear
Sigmoid
Polynomial
RBF

Kernel Coefficient γ

1.00× 10−5

4.64× 10−3

2.15× 10+0

1.00× 10+3

Regularisation Parameter λ

1.00× 10−2

4.64× 10−1

2.15× 10+1

1.00× 10+3

Table 4.6: SVM classifier hyperparameters evaluated using Grid-Search hyperparameter
tuning.

Initial testing including a variety of preprocessing approaches (Section 4.1) sug-
gested a close tie between the Linear kernel and the more complex RBF kernel. The other
two kernels (Sigmoid and Polynomial) are very rarely chosen through Grid-Search, with
multiple experiments converging on either the Linear or the RBF kernels.

Shifting our focus to ELMo embeddings with lowercased vectors we see a differ-
ent outcome, where the RBF kernel dominates over multiple experiments as the most

1 SKLearn GridSearchCV - www.scikit-learn.org [Last Accessed: 06-2020]
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adequate SVM kernel for the classification of hyperpartisan news articles. Moreover
a kernel coefficient γ of 4.64× 10−3 is suggested as the ideal accompanying coefficient,
with the SVM regularisation parameter λ at 2.15× 10+1. Over the substantial number of
tuning experiments conducted on the SVM, this configuration achieves a mean accuracy
of 0.805 and a highest accuracy of 0.840.

4.2.1.2 | Hyperparameter Tuning the RF Classifier

Compared to the SVM, the RF classifier offers us a wider range of hyperparameters to
tune. Moreover the seemingly poorer overall performance of the algorithm discussed
back in Section 4.1 further compels us to perform extensive hyperparameter tuning. In
Table 4.7 we observe the hyperparameters tuned for the RF classifier.

Hyperparameter Samples

Number of Estimators
50
200
500

Maximum Tree Depth
3
5
None

Maximum Features
1
10
Auto

Minimum Sample Split
2
3
10

Bootstrapping
True
False

Criterion
Gini
Entropy

Table 4.7: RF classifier hyperparameters evaluated using Grid-Search hyperparameter
tuning.

We again test out all hyperparameter combinations using Grid-Search with 10-Fold
Cross Validation. RF hyperparameters include:

� The number of estimators/trees to use during classification.

� The maximum tree depth, which when set to None implies that no limit is set and
is expanded as much as necessary.
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� The maximum amount of features to consider when looking for the best split. If
set to Auto,

√
num. f eatures is considered by default.

� The minimum number of samples necessary to split a tree node.

� Whether to bootstrap the classifier or not. If so, samples are used to build the
classifier trees - if not, the whole dataset is used.

� The criterion with which to measure the quality of each node split.

Grid-Search results acquired from multiple experiments indicate that the Entropy
criterion performs best in nearly all cases, particularly for ELMo embedded and lower-
cased features. A high numbers of estimators is suggested, with test Grid-Search results
varying between 200 and 500. Despite an estimator count of 200 obtaining less erratic re-
sults, the highest accuracy of 0.796 is achieved with 500 estimators, with 200 estimators
following closely behind at 0.793.

In all experiments conducted, the maximum tree depth is strongly suggested to be
kept to None (thereby being expanded as much as necessary). The maximum number
of features is also to be maintained at Auto, implying again a dynamic adaptation to the
number of features during runtime. Interestingly, a minimum samples split of 2 is main-
tained for tests recommending 200 estimators, while a samples split of 10 is emphasized
for 500 estimators. Bootstrapping is not recommended in any of the tests, implying the
use of the whole dataset for the generation of each tree.

4.2.1.3 | Hyperparameter Tuning the CNN Classifier

The CNN implementation is based on the state-of-the-art introduced by Jiang et al.
(2019); consisting of five convolutional layers followed by Batch Normalization and a
dense classification layer (Chapter 2). Despite this static structure, we maintain a num-
ber of experiments on other aspects of the network with the hopes of enhancing the
algorithm’s performance and tune it further to the problem at hand.

As observable in Table 4.8, four hyperparameters are tested; the ideal number of
training epochs, the batch size at which data batches are inserted, whether to use batch
normalisation (as suggested by Jiang et al. (2019)), and whether to use early stopping
(with differing epoch tolerances). Much the same as the tuning for the other two ap-
proaches, Grid-Search using 10-Fold Cross Validation is used for the monitoring of re-
sults and performance.

From the acquired results we notice a few similarities with the system proposed by
Jiang et al. First off the number of epochs is maintained at the relatively low value of 30,
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Hyperparameter Samples

Number of Epochs
30
50
100

Batch Size
15
32
50

Batch Normalisation
True
False

Early Stopping
Tolerance of 2 Epochs
Tolerance of 5 Epochs
None

Table 4.8: CNN classifier hyperparameters evaluated using Grid-Search hyperparame-
ter tuning.

suggesting a possibility of overfitting with more epochs. The same can be said for the
batch size, which is kept the same at 32. Batch Normalisation is the third parameter to
be preserved - being recommended in every test iteration.

Finally we get to early stopping. It seems that in our case such a regularisation tech-
nique is more of a hindrance than an aid, leading us to note that with both tolerances
of 2 and 5 epochs the algorithm training is perhaps still terminated prematurely. We
believe that particularly in the case of the CNN, the size of the dataset upon which it
is trained does have a strong affect not only the classifier’s performance but also the
hyperparameter preference. We think that the particularly negative outcome experi-
enced throughout tests involving early stopping to those consisting of full training is a
direct result of the small nature of our dataset (SemEval Hyperpartisan news articles),
implying a tendency for the classifier to be under-fitted on the data.

Having said so, the low number of training epochs should, in our case, keep the
possibility of over-fitting at bay. A mean accuracy of 0.788 and a highest accuracy of
0.830 is achieved during hyperparameter tuning using the proposed hyperparameter
configuration.

4.2.1.4 | Hyperparameter Tuning - Discussion

In Section 4.2.1 we determined the ideal hyperparameter configuration for each of three
classifiers; SVM, RF and CNN. The conclusions drawn are based on lowercased arti-
cle features represented as ELMo embedded vectors - as chosen by initial experiments
conducted in Section 4.1.
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In tuning the hyperparameters for the SVM, we determined that RBF is the best
performing kernel. The use of this kernel is coupled with a kernel coefficient γ of 4.64×
10−3 and a misclassification regularisation parameter λ of 2.15× 10+1.

In the case of RF, Entropy is preferred to Gini as the measure of impurity at each
node. The lack of bootstrapping slows down the training time yet increases performance
accuracy. Finally among other hyperparameters, we decide on moving forward with
200 estimators (trees), since from the experiments conducted we find that it is the most
generalised approach.

Finally we evaluated the CNN hyperparameters to discern that the majority of the
resulting parameter configurations mirror those of the state-of-the-art presented by Jiang
et al. (2019). This holds true for the number of training epochs - set at 30, the batch size,
set at 32, and the confirmed effectiveness of batch normalisation within the classifier.
Reaching the same hyperparameter configurations as the state-of-the-art gives us trust
in our work, since it indicates that our implementation is of the quality and precision
necessary to reach the same conclusions as the state-of-the-art.

4.2.2 | Evaluating HyperPT Classifier performance
Following hyperparameter tuning for our classification algorithms, in Section 4.2.2 we
evaluate the effectiveness of these classifiers.

In Section 4.2.2.1 we first discuss the performance of the three tested classifiers with
that of one another. Using these observations we then reach our conclusion on the most
adequate classification algorithm for the classification of hyperpartisan news articles.

The now decreased number of tests from the initial preprocessing experiments con-
ducted in Section 4.1 make it feasible to also take into consideration the F1 score in con-
junction with the accuracy. F1 (Section 2.6) is a measure which gives us the weighted
mean between the precision and recall. Such a statistic is important in evaluating the
performance of different classifiers, since it informs us how generalised the classifier is
in its predictions.

4.2.2.1 | Evaluating Classifier performance onHyperpartisanNews Classification

We display the corresponding accuracy results for our three classifiers in Table 4.9. Here
we list both the mean and highest, accuracy and F1 scores for each classification algo-
rithm, be it; the SVM, RF, or CNN. Moreover, we list as well the highest score for each in
case of comparisons with other research which may include the highest scores achieved.

We examine two sets of experiments for each classifier; one using lowercased fea-
tures (+ LC), since lowercasing of features was chosen (back in Section 4.1.2) as the
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best performing general data preprocessing, and another using alternative preprocess-
ing based on the ideal classifier performance (observed in Section 4.1). Here we find no
punctuation (+ NP), lemmatisation (+ LM) and finally raw features (+ Raw).

Classifier Mean Accuracy Mean F1 score Highest Accuracy Highest F1 score
SVM + LC 0.808 (±0.013) 0.722 (±0.009) 0.809 0.730
SVM + NP 0.813 (±0.006) 0.722 (±0.006) 0.821 0.726
RF + LC 0.769 (±0.008) 0.648 (±0.019) 0.777 0.659
RF + LM 0.785 (±0.015) 0.646 (±0.005) 0.795 0.650
CNN + LC 0.787 (±0.008) 0.699 (±0.019) 0.797 0.713
CNN + Raw 0.790 (±0.018) 0.708 (±0.013) 0.822 0.719

Table 4.9: Mean and Highest accuracy and F1 results for each classification algorithm.
Two sets of tests are performed for each classifier; one using lowercased features and the
other using data preprocessing approaches with which initial scores were the highest.
All features are represented as ELMo Embeddings.

We observe in Table 4.9 that the best mean accuracy, that of 0.813 (±0.006), is main-
tained by the SVM using No Punctuation (NP), with the highest accuracy achieved be-
ing that of 0.821. These scores are accompanied by the mean and highest respective F1
scores of 0.722 (±0.006) and 0.726. One notices that the SVM seems to be more adapted
to non-punctuated than lowercased features, achieving better accuracies at just about
the same F1 scores.

Despite a significant reduction in mean accuracy, CNN classification on raw features
achieves the highest accuracy score throughout - that of 0.822. Compared with the re-
sults discussed above, the difference in accuracy (0.001) may be considered negligibly
small, more so since 1) a lower F1 score implies that the CNN is not as balanced as the
alternative and 2) higher deviations from the mean accuracy and F1 imply a decrease in
the consistency of the CNN performance.

Training on such a small number of data points as our dataset (Section 2.1) may very
well be limiting the CNN from reaching its full potential - resulting in similar or poorer
accuracy ranges to those of alternative traditional approaches. This phenomenon is also
documented in published literature [Arras et al. (2017); Zhang et al. (2015)], where the
authors note that the performance of the CNN truly becomes superior to that of TFIDF-
based traditional systems when trained on large datasets typically consisting of millions
of data samples.

From our discussion above we find that the SVM would be the better choice for
classifying hyperpartisan news articles, when compared with both the CNN and RF.
We base our conclusion on the SemEval Hyperpartisan dataset upon which this study is
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conducted, however we do not take into consideration solely the performance metrics
put forward in Table 4.9, but also the flexibility, resource requirements and feasibility of
each method.

From the accuracy results analysed above, it is clear that the SVM consistently reaches
higher mean accuracies than the CNN and the RF. It fits the classification problem bet-
ter, as judged by higher all-round F1 scores. Moreover standard deviations included
with the mean metric values suggest less variations in accuracy results over multiple
experiments.

Despite their superior performance, DL classifiers take comparatively longer to train
and require both larger amounts of training data and more advanced hardware config-
uration. These prerequisites are not justified by the above results, making the SVM a
more favourable approach not only due to the better classification performance but also
due to simply requiring less resources, less time and less data. Hence we conclude on
the SVM as our classifier for the detection of hyperpartisan news articles.

Despite establishing lowercasing of features as the recommended overall prepro-
cessing step over all tested classifiers (Section 4.1.2), one notices that in the specific case
of the SVM, removal of punctuation seems to work better - typically resulting in a higher
and more balanced classification performance. Thereby we conclude that if one is set
on using the SVM as the classification algorithm, such as in our case, non-punctuated
features may very well be a better option.

We observe that the reason behind this increased performance may be since the
removal of punctuation decreases the ambiguity and complexity from the textual se-
quence, which for classifiers (such as the SVM) not taking context into consideration,
facilitates the classification process. In ensuing tests, we hence consider the removal of
punctuation from article features as much as lowercasing.

4.2.3 | Classifier for Hyperpartisan News Classification - Discus-
sion

In Section 4.2 we discussed the performance of the three classification algorithms (SVM,
RF and CNN) employed within the HyperPT system for the classification of hyperpar-
tisan news articles. Having tuned our classifier hyperparameters as specified in Section
4.2.1, we then observed and compared the accuracy results and F1 scores (Section 4.2.2).

From these outcomes we concluded on the SVM as the best performing classifica-
tion algorithm for the classification of hyperpartisan news articles. This conclusion is
supported by the proven superior performance of the SVM - having the highest mean
accuracy (0.813 [±0.006]) and highest mean F1 score (0.722 [±0.006]). The RF seems to
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struggle to properly fit the problem at hand, presenting the poorest performance of the
three. Moreover, the simpler, more feasible nature of the SVM compared to the CNN
makes it more feasible to handle and maintain.

With the evaluation of the classifiers we conclude the evaluation of the baseline clas-
sification system employed within HyperPT. In Section 4.3.1 we explore external fea-
tures with the aim of embedding them within the classification process to investigate
their effect on the system performance and in doing so delve further into the typical
nature of a hyperpartisan article.

4.3 | Effectiveness of Sentiment and additional Features
on Hyperpartisan News Classification

In Section 4.1 we established ELMo embeddings and lowercasing of data features as
the best performing feature representation and generalised preprocessing approaches
across the three tested classifiers for the classification of hyperpartisan news articles. In
the succeeding Section 4.2 we tuned our classifiers and settled on the best performing
one; the SVM.

Throughout this section we experiment with a number of non-conventional features,
with the aim of investigating the resultant effects on the overall performance of the
classification, and in doing so exploring further the typical nature of such news articles.

In Section 4.3.1 we first discuss the addition of sentiment within the article textual
features. We experiment with sentiment embedding techniques to investigate the va-
rieties in classification performance. Finally we conclude on whether, from the results
acquired, to maintain sentiment features within the HyperPT system, or discard them.

Following the evaluation of sentiment, we investigate (Section 4.3.2) the effects of
differing article lengths, and the addition of the article title. This is followed by Section
4.3.3, where we measure the degree of saliency (influence) of each feature within by
interpreting the corresponding classification. In doing so we not only observe the typi-
cal features supporting or opposing hyperpartisanship, but also observe the classifiers’
behaviour in generating the classification labels.

4.3.1 | Sentiment as a Feature for Hyperpartisan News Classifica-
tion

Agendas behind hyperpartisan news articles often aim at sensationalising ideas about
the topics being presented (Chapter 1). We hence believe it is crucial to investigate
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the integration of sentiment represented as external features embedded within corpus
articles, with the aim of determining whether sentiment indeed plays a notable role in
classifying hyperpartisan news.

We perform tests on thirteen different sentiment feature configurations, with the
aim of benchmarking the approaches with the best non-sentiment classification results
and possibly establish the best sentiment feature composition (if any). In doing so, we
also evaluate the system’s performance, balance and reliability with the integration of
sentiment.

As discussed in Section 3.4.1, we experiment with sentiment as a compounded score,
a negative score, and a textual label (positive/negative) at the article level and at the
sentence level. We include negative scores by themselves along with the compound
score since other studies [Anthonio and Kloppenburg (2019)] report increased classifi-
cation performance using solely negative sentiment scores, rather than positive or com-
pounded.

Furthermore, we perform additional experiments where sentiment scores are scaled
by a factor of 1000 in order to determine whether such scaling of sentiment weights
affects the classification performance, and in what way. The value of 1000 was chosen
since we felt that this strikes a balance between proper scaling of the sentiment scores,
without over-exaggerating the score values. Lastly we conduct tests with all VADER
scores (positive, negative, neutral and compound) embedded within each article, a tech-
nique inspired by Palić et al. (2019).

Following the conclusive results obtained in Section 4.1 and Section 4.2, we perform
our sentiment analysis experiments using ELMo embeddings along with the SVM clas-
sifier. Separate yet identical sets of tests are performed on the corpus stripped of any
punctuation and the corpus with lowercased features, since, as discussed earlier, these
two preprocessing approaches have been proven to perform the best with this classifier.
Corresponding accuracy and F1 scores can be examined in Table 4.10.

4.3.1.1 | Evaluating Sentiment as a Feature for Hyperpartisan News Classifica-
tion

Examining performance results in Table 4.10, one notices that in none of the tests in-
volving sentiment is the corresponding accuracy or F1 score comparative to or exceed-
ing scores achieved without sentiment. This holds true for both lowercased and non-
punctuated features. Indeed the main characteristics of tests involving sentiment are
a reduction in accuracy and F1 score, with higher standard deviations from the mean
scores. This would imply that the SVM struggles more to fit the classification problem
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Lowercase
Sentiment Features Accuracy F1 Score
No Sentiment 0.808 (±0.013) 0.722 (±0.009)
Global Label - Article 0.757 (±0.008) 0.617 (±0.013)
Derived Label - Article 0.732 (±0.085) 0.637 (±0.035)
Compound Score - Article 0.773 (±0.014) 0.643 (±0.019)
Compound Score ×1000 - Article 0.778 (±0.013) 0.655 (±0.025)
Negative Score - Article 0.781 (±0.003) 0.660 (±0.006)
Negative Score ×1000 - Article 0.775 (±0.012) 0.646 (±0.020)
Label - Sentence 0.782 (±0.011) 0.656 (±0.021)
Compound Score - Sentence 0.780 (±0.008) 0.651 (±0.018)
Compound Score ×1000 - Sentence 0.762 (±0.005) 0.617 (±0.008)
Negative Score - Sentence 0.777 (±0.012) 0.642 (±0.027)
Negative Score ×1000 - Sentence 0.774 (±0.013) 0.634 (±0.028)
Pos, Neg, Neu, Comp - Article 0.782 (±0.006) 0.659 (±0.017)
Pos, Neg, Neu, Comp ×1000 - Article 0.776 (±0.011) 0.652 (±0.019)

No Punctuation
Sentiment Features Accuracy F1 Score
No Sentiment 0.813 (±0.006) 0.722 (±0.006)
Global Label - Article 0.766 (±0.006) 0.612 (±0.014)
Derived Label - Article 0.762 (±0.004) 0.596 (±0.008)
Compound Score - Article 0.769 (±0.014) 0.616 (±0.023)
Compound Score ×1000 - Article 0.755 (±0.011) 0.582 (±0.016)
Negative Score - Article 0.760 (±0.009) 0.596 (±0.029)
Negative Score ×1000 - Article 0.756 (±0.010) 0.591 (±0.018)
Label - Sentence 0.775 (±0.003) 0.624 (±0.008)
Compound Score - Sentence 0.768 (±0.009) 0.611 (±0.013)
Compound Score ×1000 - Sentence 0.762 (±0.004) 0.593 (±0.014)
Negative Score - Sentence 0.767 (±0.016) 0.618 (±0.032)
Negative Score ×1000 - Sentence 0.777 (±0.005) 0.635 (±0.013)
Pos, Neg, Neu, Comp - Article 0.770 (±0.008) 0.609 (±0.013)
Pos, Neg, Neu, Comp ×1000 - Article 0.767 (±0.003) 0.603 (±0.011)

Table 4.10: Accuracy and F1 scores of different sentiment feature embedding techniques.
Classification is performed using the SVM classifier. Lowercasing of features and re-
moval of punctuation is applied separately on the corpus features, all which are rep-
resented as ELMo Embeddings. Each of the listed scores is the mean and standard
deviation of three identical tests.
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with sentiment included rather than without - resulting in a more chaotic and unreliable
system.

In the case of lowercased as well as non-punctuated features, sentence-level sen-
timent features seem to perform slightly better than article-level ones, suggesting the
possibility of more granular sentiment being less invasive and distracting to the classi-
fier. Moreover, scaling sentiment scores seems to be an obstruction to the classification,
with a reduction in performance in nearly all cases.

Interestingly, results for experiments including sentiment hint towards better per-
formance using lowercased features to those non-punctuated. Being the proven best
generalised preprocessing approach back in Section 4.1, we think that lowercased fea-
tures may be more tolerant across different classifiers, and able to interfere less than
other data preprocessing with external features such as sentiment.

Differing to Anthonio and Kloppenburg (2019), we do not see any particular im-
provement from compound scores to negative. Both sentiment metrics seem to score
in the same range of values along all test cases. Moreover, taking into consideration all
VADER scores as suggested by Palić et al. (2019) does seem to improve on the classifi-
cation performance compared to alternative article-level sentiment experiments, yet not
by much. Indeed despite these reported improvements and the two systems using the
same classification system that is the SVM, there is still no question that classification
without sentiment, in our case, would be preferred.

4.3.1.2 | Sentiment as a Feature for Hyperpartisan News Classification - Discus-
sion

Having thoroughly tested sentiment features embedded within hyperpartisan article
textual features, the corresponding results are somewhat disappointing. As displayed
in Table 4.10, among all experiments in which sentiment is involved both the accuracy
and the F1 score suffered.

In calculating the F1 measure for each experiment, we noticed the same pattern
throughout all embedding configurations; a high precision with very poor recall. Such
consistently poor recall implies a high number of false negatives during classification.
In our case this means a high number of article samples which in reality are hyperpar-
tisan, being classified as neutral. Due to the low recall score, the F1 measure itself is
decreased, while the accuracy score is reduced due to the number of articles wrongly
classified as neutral.

Such an observation would suggest the hypothesis that the article sentiment could
be masking further the already obscure nature of hyperpartisan articles. Indeed, it does
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seem from the results acquired that hyperpartisan news articles are not so easily distin-
guishable from their sentimental aspects, as one may initially assume.

Figure 4.2: Average accuracy results for different sentiment embedding configurations
averaged over no punctuation and lowercased textual features. Textual features are
represented as ELMo embeddings and results are obtained for the SVM classifier.

In Figure 4.2 we plot the mean accuracy and F1 scores across both lowercased and
non-punctuated features. A clear and distinguishable discrepancy in performance can
be noticed between classification without any sentiment features, and any of the other
experiments involving sentiment. Hence we conclude that from our testing the inclu-
sion of sentiment with article features is not beneficial for the classification of hyperpar-
tisan news articles, and thereby should not be included.

One must however ask why similar systems [Anthonio and Kloppenburg (2019);
Palić et al. (2019)] report positive outcomes when incorporating sentiment. The answers
as subjective to each system, with Anthonio and Kloppenburg (2019) focusing solely on
the sentiment within the articles. The researchers only see an improvement in accuracy
when VADER negative score is taken into account (as opposed to VADER compound).
However with an accuracy of 0.5616, we and other systems achieving the same ranges of
higher baseline performance than Anthonio and Kloppenburg (2019) do not experience
the same levels of improvement.

In case of Palić et al. (2019), we notice that despite the improvements reported through
the addition of sentiment, the authors achieve highest accuracy scores of 0.76128. With
this accuracy the system is comparable to the performance of HyperPT when sentiment
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is included. Moreover, similar systems like Joo and Hwang (2019) mirror the reduction
in performance encountered by our system during the above testing.

Different to the three systems above, we also represent our features as ELMo em-
beddings [Peters et al. (2018)]. This is a different approach to the feature representation
techniques utilised by these studies and moreover, we are unsure whether in similar
systems sentiment features are passed directly with textual features in the same way
our system does or in a different manner, since this is not made particularly clear by the
researchers.

These concerns could undoubtedly be explored further, and we do not believe to
have explored all of the potential within the sentiment aspects of hyperpartisan news
articles. Having said so, from the results above we conclude on leaving sentiment out
of the final HyperPT system configuration, focusing on the textual article features them-
selves and individual feature elements which could be pivotal to the hyperpartisan na-
ture of the article.

4.3.2 | Title and Body of a Hyperpartisan News Article
In trying to determine the versatility of the HyperPT classification system as well as
gain further insight into the possible manifestations of hyperpartisan news articles, we
perform experiments with the article title and article bodies of differing lengths. We
perform training and testing on just the article titles and on the article body of different
lengths - with and without the title. The corresponding test results can be examined in
Table 4.11. The same seven experiments are performed on both lowercased and non-
punctuated features (Section 4.1 and Section 4.2) - represented as ELMo embeddings
and classified using an RBF kernel SVM.

4.3.2.1 | Evaluating Title and Body of a Hyperpartisan Article

Observing test results in Table 4.11, one notices that the article title does produce some
interesting insights. Testing on solely the article title does, as may be expected, decrease
the performance accuracy, yet surprisingly not by so much. Indeed it still does fairly
well, achieving accuracies upwards of 70%. One however also notes that the corre-
sponding F1 measure is significantly decreased to just upwards of 0.5 - implying de-
creased reliability and balance in the classifications.

Despite not being enough on its own to safely discard the article body, the title ap-
pears to enhance classification when appended to the body. The previously best scores
of 0.813 (±0.006) [mean accuracy] and 0.722 (±0.006) [mean F1] achieved using non-
punctuated features and full article body are exceeded by the same configuration with
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Lowercase
Features Mean Accuracy Mean F1 Score Highest Accuracy Highest F1 Score
Title 0.708 (±0.009) 0.561 (±0.013) 0.719 0.576
Title + Body (5 Sen) 0.756 (±0.004) 0.653 (±0.002) 0.760 0.654
Title + Body (15 Sen) 0.785 (±0.005) 0.697 (±0.010) 0.790 0.709
Title + Body (Full) 0.805 (±0.003) 0.732 (±0.005) 0.808 0.735
Body (5 Sen) 0.743 (±0.011) 0.628 (±0.018) 0.756 0.648
Body (15 Sen) 0.771 (±0.015) 0.679 (±0.030) 0.787 0.711
Body (Full) 0.808 (±0.013) 0.722 (±0.009) 0.809 0.730

No Punctuation
Features Mean Accuracy Mean F1 Score Highest Accuracy Highest F1 Score
Title 0.718 (±0.008) 0.572 (±0.012) 0.725 0.585
Title + Body (5 Sen) 0.779 (±0.013) 0.684 (±0.021) 0.793 0.707
Title + Body (15 Sen) 0.800 (±0.012) 0.714 (±0.017) 0.813 0.732
Title + Body (Full) 0.822 (±0.011) 0.745 (±0.012) 0.835 0.758
Body (5 Sen) 0.754 (±0.004) 0.643 (±0.007) 0.758 0.649
Body (15 Sen) 0.774 (±0.005) 0.677 (±0.008) 0.780 0.681
Body (Full) 0.813 (±0.006) 0.722 (±0.006) 0.821 0.726

Table 4.11: Accuracy and F1 Scores using article title and body of multiple lengths.
Features are represented as ELMo embeddings while classification is performed using
SVM.

the addition of the article title. A mean accuracy of 0.822 (±0.011) and a mean F1 score
of 0.745 (±0.012) is achieved, with the highest overall accuracy being that of 0.835 and
the highest F1 of 0.758.

Concurrently with the article title, we test the article body at different lengths. Since
it is processed as a series of sentences, we trim the article length by specifying the
number of sentences to tolerate while removing the rest. Three different article lengths
are examined; five sentences (simulating an introductory paragraph), fifteen sentences
(roughly analogous to two large or three small paragraphs), and finally the entirety of
the news article.

A correlation between the article length and the classification performance is notice-
able, where accuracy and F1 measure scores increase gradually with the length of the
article for any configuration tested. This may be since a lengthier article provides more
data to be analysed. The addition of the title once again seems to improve the perfor-
mance of any body length experiment - particularly visible for non-punctuated features,
where we see an average of∼ 1.8% increase in accuracy and a∼ 3% increase in F1 score.

Just the same as observed with the article title, the classification performance on
reduced article lengths, albeit degrading, is still maintained at a respectable range, even
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with such a small portion of the article being analysed as just five sentences; achieving
mean accuracy scores of 0.756 (±0.004) and 0.779 (±0.013) respectively for lowercased
and non-punctuated features.

4.3.2.2 | Title and Body of a Hyperpartisan Article - Discussion

One finds several systems incorporating the article title within the classification. Jiang
et al. (2019) embed the article title features preceding to the body. Joo and Hwang (2019)
take this work further by computing the sentiment of the article title and its cosine sim-
ilarity to the article body. Systems such as Chen et al. (2019) alternatively take into con-
sideration the length of the title, of the contained words and the number of capitalised
words embedded within.

In considering the inclusion of the title within HyperPT, we proceeded with Jiang
et al. (2019)’s simpler approach rather than more elaborated metrics. This is due to
two reasons; the natural time limitations encompassing the study (discussed further in
Chapter 5) and since research on alternative systems shows that the acquired perfor-
mance does not justify the effort needed in implementing more elaborate techniques,
rather than simply embedding the title with the body.

We display the results to our experimentations in Table 4.11. We feel that the un-
questionable benefit observed from the addition of the article title is reasonable. Given
that it is the introductory, crucial piece of text which readers skim to further peruse or
dismiss an article, we are of the opinion that the main theme and narrative of the arti-
cle would already be present in the title itself. Moreover, hyperpartisan news articles
may attempt to capture the attention of individuals with a tendency to skim over news
headlines through shocking or overly-dramatised titles. This is backed up by the rea-
sonable accuracy results maintained when classifying solely the article title, divulging
the distinguishing hyperpartisan elements already inside of the article title.

The same could be said on the length of the article. Despite the classification pro-
cess being performed on a small portion of the article, reasonable accuracy results are
maintained. Performance is further increased with the length of the article, yet taking
into consideration the introductory few sentences of the article, one observes the already
revealing hyperpartisan nature at the very beginning of the text.

From these insights we take away two important conclusions. The first one regards
the pure classification aspects of the HyperPT system, where we include the article title
and maintain the full length of the body due to the confirmed best performance in doing
so. The second is on the nature of the hyperpartisan article itself, where we observe how
very early on through the perusing of the text one is already seriously exposed to the
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inflammatory, biased and distinguishable hyperpartisan style of writing [Potthast et al.
(2018)].

4.3.3 | Model Explainability and Saliency ofHyperpartisan Features
We analyse the classifier’s decision-making to determine not only its behaviour but also
the influence of each input feature within the classification. We do so by using LRP, a
model explainability technique adapted from Vision to the area of textual NLP [Arras
et al. (2016); Samek et al. (2017)], to retrace the steps from the output back through the
classifier, till we reach the original input. As discussed with further detail in Section 2,
LRP identifies which features are pivotal in supporting or opposing a prediction class
through decomposition; redistributing the prediction function through the classifier’s
layers to eventually assign what we call a relevance score to each input variable.

Throughout this section, we repeat the same steps not only for the SVM classifier, but
also for the CNN. This is since despite establishing better performance from the SVM
classifier, we feel it would be a good opportunity to compare the two inherently different
models in order to examine in which ways they are similar, and in which different.

In Section 4.3.3.1 we first evaluate the LRP algorithm against baseline techniques. We
do so to determine the effectiveness and reliability of the algorithm before putting it to
use on the hyperpartisan article samples. We then apply it on our classifiers and monitor
the acquired results. The interpretability process is executed after the model is fully
trained, and is performed by reinputting a number of input samples (article vectors)
through the classifier, and capturing the outcome. LRP monitors the classification and
provides each article input with a relevance score.

Finally in Section 4.3.3.3 we discuss the results acquired and derive our conclusions
on the interpretability approach itself, the article features highlighted by this technique,
what these results show us about the nature of the hyperpartisan article, and finally
how can such features be leveraged for improved hyperpartisan news detection.

4.3.3.1 | Evaluating Layer-Wise Relevance Propagation

To evaluate LRP, we implement an approach inspired by Samek et al. (2017), where fol-
lowing the identification of the most salient features inside of an article, each feature is
sequentially removed, from the most influential to the least. With each feature removal,
classification is performed on the article, and the corresponding accuracy is monitored.
This process is executed simultaneously on a number of articles, with the mean accuracy
across the articles at each classification run being plotted.
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The same process is repeated on alternative techniques; random feature removal and
in the case of CNN, Sensitivity Analysis (SA). We expect the mean accuracy to drop the
fastest and the furthest for the best detected salient features, since the removal of these
features would imply the deterioration of the classification quality. Hence we can say
that the interpretability process resulting in the heaviest accuracy deterioration is the
best.

Figure 4.3: Evaluating the LRP interpretability algorithm by removing the 50 and 100
most salient features and monitoring the corresponding accuracy on the SVM classifier.

In a more ideal scenario we would have utilised SA as well on the SVM, but due to
no direct way found for facilitating its implementation, the only possible way was to
build the algorithm from first principles which, limited by time constraints, we decided
not to opt for. Besides, having already developed the LRP algorithm for the SVM in
similar fashion (Chapter 2), we believe that from the evaluation results below; against
random feature removal in case of the SVM, and with the addition of SA for the CNN,
the superior performance of LRP is clearly defined.

Moreover due to the Min-Max pooling of ELMo features before SVM classification
(Chapter 2), we realised that it would be impossible to map back the aggregated and
averaged vector representing the whole article to each individual feature. Therefore we
decided on utilising TF-IDF representations which, after LRP rankings are issued, can
be easily mapped to the corresponding textual features.

In Figure 4.3 one can observe the evaluation process of the LRP interpretability tech-
nique on the SVM classifier. Having ranked the features of 50 separate and correctly-
classified articles, the top 50, and top 100 influential features for each article are suc-
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cessively removed. The accuracy starts from 100% only due to the purposely chosen
articles being initially classified correctly. We hence see the gradual degradation of the
SVM classification accuracy on these 50 articles with each removal of an influential fea-
ture.

Figure 4.4: Evaluating the LRP interpretability algorithm by removing the 100 most
salient features and monitoring the corresponding accuracy on the CNN classifier.

The same process can be observed for the CNN classifier (Figure 4.4), where in this
case the accuracy degradation using LRP is also plotted against that using SA. As can
be clearly observed from both Figure 4.3 and Figure 4.4, a large discrepancy in accuracy
exists between the removal of LRP-flagged features and any of the other approaches.
The poorest of the lot, as expected, would be random feature removal, where we ran-
domly select and eliminate one of the article features. This is in no way an educated
decision and therefore the likeliness of removing a highly salient feature is small.

Moreover, SA (in the case of CNN) performs just slightly better than random feature
removal. This is not however unexpected, since similar outcomes were reported by pub-
lished literature [Arras et al. (2016); Samek et al. (2017)]. Indeed the SA algorithm can be
considered as a more primitive method compared to its counterpart - being based on the
classifier’s locally-evaluated gradient, while LRP redistributes the classifier’s prediction
back all the way through to the input. Moreover LRP is capable of detecting both fea-
tures supporting a classification and features opposing it, while SA is only capable of
the former.

With these observations we can confirm that using LRP on our classifiers does in-
deed provide us with the most salient input features making up the hyperpartisan news
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Figure 4.5: A snippet of an article2correctly classified as hyperpartisan using the SVM
classifier. The most salient features in the snippet are tagged using LRP. Red-tagged
features support the Hyperpartisan classification while blue-tagged features oppose it.

articles. In Section 4.3.3.2 we now map back the rankings provided to the respective
textual features such that we would be able to reconstruct and visually observe the in-
fluence of each feature.

4.3.3.2 | Determining the Saliency of Hyperpartisan Features

Having evaluated the LRP interpretability algorithm, we now analyse the saliency scores
for the chosen articles. Following the LRP’s saliency scores, we then map the feature
vectors and corresponding scores back to the original words, reassembling the whole
article.

Inspired by Arras et al. (2017)’s approach, we generate a heatmap of the article fea-
tures by assigning a colour-code to each feature according to its influence value, with
red implying that the feature supports hyperpartisanship while blue implies opposing
it and supporting neutrality. White features are considered as not holding any specific
influence within the classification. Moreover, the intensity of each feature colour deter-
mines the level of saliency the feature holds within the classification.

In Figure 4.5 and Figure 4.6 one observes snippets of two articles, one hyperpartisan
and the other neutral, classified using the SVM classifier. As discussed in Section 4.3.3.1,
features in this case are represented as a Bag-of-Words (BoW) of TF-IDF values. One
must also note that due to the nature of the BoW representation and the inner-workings
of the SVM, the same feature, no matter in which part of the article it is situated, is given
the same influence - resulting in the same colour-code and intensity throughout all of
the article. As we shall see further down, this differs when using the CNN classifier.

2 Under Trump, opposing ’chain migration’ is even bigger than ’amnesty’ - www.washingtonexaminer.
com [Last Accessed: 07-2020]

3 President-Elect Trump Tours Washington - www.nbcnews.com [Last Accessed: 07-2020]
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In the first article (Figure 4.5), one notices a lack of neutral features and two particu-
lar words flagged as being of hyperpartisan nature - repeatedly present throughout the
article snippet. These two words are Trump and immigration, with two other hyperparti-
san words being chain and DACA. With Trump and DACA both being proper nouns, we
notice, throughout the rest of the article along with other, similar hyperpartisan cases,
that the highest flagged hyperpartisan features tend to be proper nouns. Conversely,
’heavy’ and superlative words such as fails, disaster, threatens and terrorism are not given
such distinguishable influence scores.

The highlighting of proper nouns is also present in articles classified as neutral. In
Figure 4.6 we find one such article. Indeed one can notice the persistence of the word
Trump being flagged as hyperpartisan. Interestingly, despite being flagged as so, related
words such as President and Donald are highlighted as neutral. From our analysis on
similar articles bearing the same patterns, we propose a hypothesis as to why this, and
similar cases, are so.

Articles which are typically of a neutral nature tend to report on high-profile indi-
viduals like the current president of the United States (being one of the most mentioned
entities throughout our dataset) in full as a sign of authoritative respect - either as Pres-
ident Donald Trump or President Trump. Hyperpartisan articles, on the other hand, often
attempt to criticise and ridicule the same individual, with the majority of the time refer-
ring to him simply as Trump. Hence the words President and Donald are more commonly
found in articles of neutral nature, while Trump is widely used in hyperpartisan ones.

The rigid nature of hyperpartisan features classified using SVM is not shared with
those classified using CNN. Indeed in the case of the CNN we are faced with a level
of ambiguity within the article features, since in this case the context is also taken into

Figure 4.6: A snippet of an article3correctly classified as neutral using the SVM classifier.
The most salient features in the snippet are tagged using LRP. Red-tagged features
support the Hyperpartisan classification while blue-tagged features oppose it.
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Figure 4.7: A snippet of an article2 correctly classified as hyperpartisan using the CNN
classifier. The most salient features in the snippet are tagged using LRP. Red-tagged
features support the Hyperpartisan classification while blue-tagged features oppose it.

Figure 4.8: A snippet of an article3 correctly classified as neutral using the CNN classi-
fier. The most salient features in the snippet are tagged using LRP. Red-tagged features
support the Hyperpartisan classification while blue-tagged features opposite it.

consideration. Moreover, each feature can be given different influential scores for each
occurrence within the article, since the influence score is not dependent solely on the
word itself, but also on the neighbouring features.

Figure 4.7 and Figure 4.8 showcase the same two articles discussed above, classi-
fied and interpreted on the CNN classifier. As one can observe, the sharp, well defined
features observed with the SVM are not present, yet we do notice that neighbouring
clusters of features tend to share the same ranges of influence scores. This is particu-
larly apparent in Figure 4.7, where the phrases immigration system fails Americans and
threatens our security share the same ranges of hyperpartisan intensity. Furthermore,
we notice that proper nouns such as Trump, which were previously flagged as extreme
hyperpartisan, now vary according to where they are used.

Examining the neutral article featured in Figure 4.8, we notice more mixture of hy-
perpartisan and neutral features than in the case of the SVM (Figure 4.6). Not only so,
but completely different sections of the article are highlighted, and where in the previ-
ous case we noticed solely the word Trump flagged as hyperpartisan, we now see various
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features which, according to the LRP interpretability scores, support the hyperpartisan
side of the classification.

Hence indeed we notice an added layer of ambiguity and complexity with the CNN
classifier not present with the simpler SVM. Moreover the two classifiers do not neces-
sarily depend on the same features throughout the classification process, with the more
complex and sensitive nature of the CNN possibly being a benefit or a hindrance to the
system performance. This is discussed further in Section 4.3.3.3, where we reach our
conclusions on the discussed results.

4.3.3.3 | Model Explainability and Saliency of Hyperpartisan Features - Discus-
sion

Having examined in Section 4.3.3.2 the simpler, direct nature of the SVM on the article
features, and the more complex, context-based approach by the CNN, one asks which
approach would be the best?

In answering this question, we think that for the dataset presently used by this study,
the SVM would be the best approach, both as shown by the classification accuracies
and the clear, straight to the point feature interpretations observed in Section 4.3.3.2.
However we understand the limitations of the small dataset used (Section 2.1) and the
possibility of the CNN outperforming any traditional methods with larger datasets and
more training data. This would definitely make for an interesting future project and
addition to this work, as we remark further on in Chapter 5.

On another note, we compiled a list of the highest-scoring hyperpartisan and neu-
tral features over 50 randomly-selected articles. Due to stopwords being present inside
of the corpus and often times being flagged along with neighbouring features (in the
case of context-sensitive influence for the CNN), we omitted such words from this list,
focusing on more important, unique and interesting terms.

Observing the top ranked features in terms of saliency as featured in Table 4.12,
one notices a number of proper nouns, particularly names of politically affiliated and
well-known individuals, such as Trump, Scott, Rauner, Hillary and Clinton. Moreover we
observe the multiple occurrences of important and often controversial entities such as
FBI and ISIS.

Contrary to our initial hypotheses, inflammatory words such as superlative adverbs
do not make the list for neither the SVM nor the CNN. This suggests an important
possibility - that in classifying news articles for hyperpartisanship, both classification
algorithms are more focused on the subject and the theme of the article rather than the
way of writing. This then begs the question of whether topics similar to the ones upon
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SVM CNN
No. Hyperpartisan Neutral Hyperpartisan Neutral

1 Trump people Trump Trump
2 Conway ISIS York said
3 Scott Scott said Trumps
4 FBI Clinton Trumps house
5 Rauner Gaffney President new
6 emails story Hillary Hillary
7 justice Kimmel Clinton York
8 Fox Brown one people
9 women Fox new Republican

10 ISIS Billy times according
11 Ive victims video president
12 Berkeley article immigration women
13 social Korea people law
14 theyre US immigrants wife
15 Hillary said state 2016

Table 4.12: Top 15 hyperpartisan and neutral words calculated over a sample 50
randomly-selected, correctly-classified articles.

which the classifier is trained tend to be given the same label, and if new topics unseen
by the classifier heavily risk the possibility of being classified wrongly.

Despite the possibility of this outcome, we are of the opinion that measures could
be taken to minimise this risk. A larger and more diverse training dataset would first of
all contain more diversity of topics. Moreover, we noticed that the dataset itself tends to
contain a high number of American political themes. Due to the nature of the problem
of hyperpartisanship, this is expected - yet with more diversity and room for training,
the classifier is then forced to look for other features upon which to determine the hy-
perpartisanship of an article rather than letting itself settle on solely the entities within.

Furthermore, manually giving extra weight to the tone of writing of the article rather
than simply the textual features within would incentivise the classification process to
delegate more attention to these features, which coupled with a larger and more di-
verse dataset would compel the classifier to be more sensitive to otherwise overlooked
features, before settling on the classification.
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4.3.4 | External Features of Hyperpartisan News Articles - Discus-
sion

In Section 4.3 we experimented with features not typically included in the initial stages
of a classic classification process, but which are interesting to explore and hold potential
for improving the baseline classification workflow.

We started off in Section 4.3.1 by experimenting with sentiment features. We tried
a number of sentiment labelling and integration techniques within our articles, which
despite the efforts, all resulted in a hindrance to the classification performance rather an
improvement - compelling us to exclude sentiment from further analysis.

In Section 4.3.2 we then experimented with the length of the article body and the
addition of the title. We found that the length of the title does affect the classification
accuracy, with more length implying better performance. However we also noticed
that even for extremely short article lengths, the overall classifier performance does not
decrease by a large amount, implying that hyperpartisan elements are already present
in the very initial few words of the article. This was further enforced by the addition of
the title, where we noticed a performance increase in all experiment configurations.

Finally, we used the LRP model explainability algorithm on our hyperpartisan article
instances with the aim of determining the most salient features affecting the classifica-
tion process. This was addressed in Section 4.3.3, where we discussed how the most
salient features inside of the articles tend to be individuals and entities rather than de-
scriptive words, implying that the classifier is more preoccupied with the subject and
entities within the article than the style of writing.

Having evaluated both the baseline classification process behind HyperPT, and ex-
ternal features which support further the classification, we close off Chapter 4 by finally
comparing our system with the current state-of-the-art and winner of the 2019 SemEval
Hyperpartisan News Articles challenge, Jiang et al. (2019).

4.4 | Evaluating HyperPT against the State-of-the-Art
In evaluating the HyperPT system, we established the SVM as the best performing
data preprocessing and feature representation approaches for our data, with the CNN
following not too far behind. Moreover we investigated the use of external features,
namely; sentiment, article title, article length, and salient features - with the aim of ex-
ploiting these for the benefit of better detection and shedding more light on the nature
of the hyperpartisan news article.
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Throughout this section, we finally take all of this into consideration and compare
the HyperPT system with the state-of-the-art. At the time of writing, the state-of-the-art
and winner of the 2019 Hyperpartisan News Article challenge4 is Jiang et al. (2019) -
also known throughout the competition as Team Bertha Von Suttner.

4.4.1 | The State-of-the-Art in Hyperpartisan News Classification
Being a direct inspiration to this study, Jiang et al. (2019)’s proposed system shares a
number of similarities with HyperPT. Features are represented as ELMo embeddings,
yet different to our case, Jiang et al. (2019) average word vectors for each sentence, such
that sentences are represented as singular vectors. In our case we maintain each corpus
article as a set of consecutive word embeddings. We do so since albeit resulting in
smaller volumes of data and faster training times, we think that averaging word vectors
may to some extent counter the granularity provided by ELMo and thereby be more of
a hindrance than an advantage to the classification performance.

The CNN classifier utilised by HyperPT is, as well, based on the architecture pro-
posed by Jiang et al. (2019) - consisting of five parallel convolutional layers with kernel
sizes of 2, 3, 4, 5 and 6. These layers are followed by ReLU activation, batch normali-
sation and finally max-pooling before the output is forwarded to the fully-connected
classification layers. Moreover Jiang et al. (2019) train multiple CNN models through
10-Fold Cross Validation, choosing the best three models to then be organised into an
ensemble classification system, where the classifier results are averaged into one output
label. More details on the CNN and its architecture can be found in Chapter 2.

4.4.2 | HyperPT vs the State-of-the-Art - Discussion
In comparing our system with that of Jiang et al. (2019), we couldn’t evaluate the two
systems directly due to two primary setbacks; a hidden test set used during the SemEval
Hyperpartisan challenge is not made public, and hence we cannot use it to evaluate
our system on the same test set. Moreover, sacrificing a chunk from the public training
dataset and using it as a replacement for the original hidden one may result in an under-
trained classifier due to the smaller size of the train set. This hence leaves us with one
option, to compare the two systems based solely on the results achieved during the
Cross Validation training phase.

4 PAN SemEval Hyperpartisan News Detection (2019) - www.pan.webis.de/semeval19 [Last Accessed:
05-2020]
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Furthermore, the authors do not include whether the achieved training accuracy of
0.8404 is the mean over several tests or whether this is the highest accuracy achieved.
We hence consider this both as the mean and the highest accuracy, despite knowing
from our experience conducting similar tests, that it is unlikely for each experiment to
achieve the same score. In doing so we however give more attention to the highest
accuracy results achieved rather than the mean - since given this lack of clarity, we
feel that it is a more fair comparison. In addition to this the authors also refrain from
including the corresponding F1 measure, limiting us to solely the accuracy score.

Furthermore, we built Jiang et al. (2019)’s ensemble model as a separate implementa-
tion both to analyse and verify the classifier itself, comparing its performance with that
of the HyperPT SVM and the state-of-the-art. Since as described above we do not hold
any ownership over the SemEval hidden test set, we decided in the case of the ensemble
CNN model to split the training set such that we have 20% of it being used as the test
set. Similarly to Jiang et al. (2019), we train several CNN models using 10-Fold Cross
Validation, and then select three of the best performing ones to evaluate their collective
performance on the test set by averaging their classification outputs into one.

System Configuration Mean Accuracy Mean F1 Highest Accuracy Highest F1
SVM (HyperPT) 0.822 (±0.011) 0.745 (±0.012) 0.835 0.758
Ens-CNN (HyperPT) 0.783 (±0.035) 0.740 (±0.057) 0.820 0.797
Ens-CNN (Jiang et al.) 0.8404 N/A 0.8404 N/A

Table 4.13: Mean and highest accuracy and F1 results for the HyperPT system and the
state-of-the-art [Jiang et al. (2019)]. For the HyperPT system, we present the SVM clas-
sifier using RBF kernel and an Ensemble-CNN solution based on Jiang et al.’s system.

The corresponding results can be observed in Table 4.13. Focusing on the accuracies,
the state-of-the-art exceeds any system proposed from our end. Our Ens-CNN model
achieves a highest accuracy of 0.820, with an expectedly lower mean accuracy of 0.783
(±0.035). This could be attributed to the 20% less training data provided to the classifier
compared to the state-of-the-art, however if one were to consider solely the highest
accuracy score, the two systems score not too far apart.

Considering that it is an inherently different and simpler approach, the SVM actu-
ally manages to come close to the accuracy levels of the state-of-the-art. With a mean
accuracy of 0.822 (±0.011), we are unsure of the actual equivalent mean accuracy by
the state-of-the-art, however we feel that even if the mean is indeed as high as the 0.84
levels, the SVM would still have achieved close accuracy levels with a fraction of the
training time and resources.

Between the highest result scored by the HyperPT SVM and the state-of-the-art, we
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find that there is an accuracy difference of 0.0054 (0.54%). This further enforces the
point that the SVM fares considerably well. Indeed in the case of larger, more diverse
datasets, as discussed earlier in Section 4.2, we do believe that the distance between the
two classifier performances increases, with the SVM lacking behind since CNN-based
solutions would be able to scale better to the larger volumes of data. However given the
exact problem we are trying to tackle here - on the same dataset, we feel that our unique
combination of ELMo embeddings adapted to the SVM classifier is a worthy alternative
to the state-of-the-art.

Having presented these results, we feel it is not our place to decide on the best
performing system between the two, but rather to propose an alternative and equally
promising approach. At the end of the day before settling for a practical system to be
used in a real-life scenario, other aspects come in play; the performance capabilities of
the hardware upon which the system will perform, the size and diversity of the expected
data, and the scaling potential of the system. An SVM-based system is significantly less
resource-hungry than its DL counterpart, yet this comes at a cost of less performance
and less scaling capabilities down the line. One must then decide based on his unique
application which system would fit best.

4.5 | System Evaluation and Discussion - Summary
Throughout this chapter we evaluated the HyperPT system and its components, delv-
ing in detail into our evaluation approaches, the results achieved and the conclusions
derived from these experiments.

We started off by evaluating the baseline components of our classification system.
In Section 4.1 and Section 4.2 we respectively studied the best performing data pre-
processing, feature representation and classification algorithms for the detection of hy-
perpartisan news articles. From the conducted experiments we concluded on feature
lowercasing as the best generalised data preprocessing technique and ELMo embed-
dings as the best feature representation. Out of three classifiers, the SVM proved to be
the best performer. We also determined that despite lowercasing of features being the
best generalised data preprocessing technique, non-punctuated features tend to work
notably better when coupled with the SVM.

Furthermore, we investigated the possibility of non-conventional features for fur-
ther amplification of the classification performance - in doing so discovering further the
hyperpartisan article itself. In Section 4.3 we investigated the addition of sentiment,
the addition of the article title and experimented with the length of the article itself.
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Moreover we then evaluated the LRP algorithm and used it to determine the saliency of
features playing a pivotal role in the classification process.

Due to the disappointing performance of sentiment features we decided against
maintaining them inside of the HyperPT system. Moreover we noticed a notable in-
crease in performance when including the article title, maintaining a respectable accu-
racy score. Having been selected using LRP, the fifteen most salient features detailed
from a sample of 50 randomly chosen articles include a number of proper nouns and
names of powerful and politically affiliated individuals. We concluded from these ob-
servations that in classifying hyperpartisan news articles, more importance is given to
the article subject and entities involved rather than the tone in which it is written.

Finally, we compared the entirety of the HyperPT system with the state-of-the-art;
Jiang et al. (2019). We concluded that despite the state-of-the-art reporting higher ac-
curacy results, the SVM-based system we proposed could be a worthy alternative, and
depending on the application, it might also be preferred.
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5

Conclusions

With the evaluation of the HyperPT system in Chapter 4 and the resulting discussions,
we now give our conclusions on this study, where we presented our approach to the
detection and classification of hyperpartisan news articles.

An introduction to the problem caused by hyperpartisan news was first given in
Chapter 1, defining also HyperPT; our approach for the detection of hyperpartisan news
articles. In the ensuing Chapter 2, we detailed the background behind techniques in-
spiring or directly used within our study - with a concise review of related work and
published systems tackling the same or similar problems.

Having examined related literature, we moved on to Chapter 3, where our approach
in designing the HyperPT system was examined. Here we discussed our design process,
along with the physical implementation of the components making up the system. We
summarised HyperPT into three main components; 1) data loading and preprocessing,
2) model classification and evaluation, and 3) model interpretability. Three classification
algorithms were chosen as candidates for the detection of hyperpartisan news articles;
the SVM, RF and CNN, before a detailed overview of the approach and implementation
of the LRP interpretability algorithm was given.

In Chapter 4 we evaluated our methodology and its implementation. An elaborate
system evaluation was performed, including a range of data preprocessing and feature
representation techniques. Hyperparameter tuning was performed on each of the clas-
sifiers before they were thoroughly tested and compared with one another. The addition
of sentiment features was examined and tested, resulting in an unexpected hindrance
to the system performance. Furthermore, the consideration of the article title was noted
as an important and effective addition to the system classification.

Finally, we evaluated the LRP model explainability algorithm and utilised it for the
interpretation of the two most prominent classification models; the SVM and the CNN

105



Chapter 5. Conclusions 5.1. Achieved Aims and Objectives

- in doing so observing the resulting feature saliency scores. The best performer of
the two, the SVM, was compared with the state-of-the-art, where we showed how our
project fares as an alternative hyperpartisan classification system - featuring different
advantages and characteristics to its competitor.

5.1 | Achieved Aims and Objectives
In conducting the HyperPT study, we aimed at addressing the five main objectives ini-
tially set in Chapter 1. Below we briefly discuss our observations and conclusions in
tackling each objective.

5.1.1 | Features of a Hyperpartisan News Article
Through the LRP interpretability algorithm applied on the SVM and the CNN classi-
fiers, each of the models’ decision-making was observed. Consequently, a saliency score
was given to each of the article features. In doing so we observed (Section 4.3.3) that due
to the frequent occurrences of proper nouns and names of well-known individuals, the
classification process tends to focus more on the subject of the article and the involved
entities rather than its method of writing. This observation highlights the importance of
entities within hyperpartisan news articles, however it also shows that the style of writ-
ing inside of the articles may not be the main priority, contrary to what was previously
thought. We however tend to believe that with a larger and more diverse dataset, more
generalisation would be present within the article features.

5.1.2 | Sentiment of a Hyperpartisan News Article
Despite mixed opinions found in related work on the addition of sentiment, tests con-
ducted on our system and corresponding results implied a decrease in classification
performance. Moreover, similar systems matching the same range of accuracies as us
aligned with this conclusion. To extend the observations made in Section 5.1.1, we think
that the lower importance given during classification to descriptive features compared
to entities and subjects minimises the potential effects offered by sentiment derived from
such descriptive features.
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5.1.3 | Minimum length of text for an Article to be Hyperpartisan
As shown in Section 4.3.2, experiments were conducted with the article body, the arti-
cle body extended by the title, and finally the title by itself. Moreover, we performed
tests with different lengths of the article body; 5 sentences, 15 sentences, and full length.
An instant increase in performance was noticed with the addition of the article title,
suggesting the presence of hyperpartisan elements early on throughout the article. Fur-
thermore, we noticed a direct correlation between the length of the article and the clas-
sification performance, implying that the longer the article, the better the probability of
being classified correctly. This however does not rule out the possibility of short texts
being hyperpartisan. Indeed even with just the title - the shortest length of text with
which we experimented, the performance accuracy was maintained upwards of 0.70.

5.1.4 | Classifier for Hyperpartisan News Articles
Having evaluated the performance of the SVM, RF and CNN, the best performing of the
three classifiers was the SVM. We hence compared the SVM with results reported by the
state-of-the-art [Jiang et al. (2019)] and an implementation of the state-of-the-art ensem-
ble CNN model built by ourselves. We found that testing the in-house implementation
of the state-of-the-art achieves less performance than that reported by the researchers,
though this can be attributed to the smaller dataset upon which it is trained, since the
hidden SemEval Hyperpartisan News dataset was not made available to us. Moreover
we noticed how the SVM achieves results close to those reported by the state-of-the-art
with a difference in accuracy of 0.02 or 2%.

Considering the SVM’s slightly poorer accuracy result yet notably faster execution
time, we feel that the performance showcased by our system should put it in line as a
worthy alternative hyperpartisan classification system to Jiang et al. (2019). We hence
proposed several alternative advantages which one may consider in putting such a sys-
tem to use; particularly the faster training times and less hardware requirements com-
pared to the CNN-based state-of-the-art.

5.1.5 | Interpretation of the Classifier
Through the generation of feature saliency as discussed in Section 5.1.1, we noticed a
tendency for the classifier associating entities with hyperpartisanship (and others with
neutrality). We believe that despite the positive performance results, this tendency is
not ideal, since with the introduction of new entities, topics and articles, the classifier
may convey unprecedented behaviour. We think that this is mainly due to the small
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unvaried nature of the dataset (Section 2.1) upon which our classifiers are trained. We
hence recommend a follow-up analysis of the classifiers’ behaviour on a larger and more
diverse dataset, as discussed further in Section 5.3.

5.2 | Critique and Limitations
Similar to any other system, HyperPT is not without its limitations. Despite these set-
backs, we do feel that we attempted to present the best approach with the resources that
were available, adding our contribution to the research community.

The first major limitation is the small size of the SemEval Hyperpartisan News Ar-
ticle dataset, particularly the By-Article collection, amounting to 645 articles (Section
2.1). Such a small size allowed us only a small range and variety of article samples,
somewhat limiting the training of our classifiers. Moreover, we refrained from using
the larger By-Publisher dataset, since as reported by a number of similar systems, the
labelling of this collection is not of the same quality as that of the By-Article, potentially
resulting in more of a hindrance to the research than an advantage (Section 2.1.2.1).

Coupled with this setback, we feel that the observations made from model inter-
pretations (Section 4.3.3) suggest an important limitation to the proposed system. The
tendency of assigning the highest influence scores to proper nouns and entities within
the article texts implies a relationship between the entities and the article classification
labels. We believe that the root of this issue may be directly related to the lack of variety
within the small dataset of articles.

Finally, alternative feature representations and classification algorithms are always
an interesting addition to the research conducted. With promising systems such as BERT
word embeddings, the RNN classification architecture and the emerging transformer
technology, we feel that the area of NLP and consequently the classification of hyper-
partisan news still leaves ample room for further research. Due to the inevitable time
constraints imposed on the project, we refrained from introducing further approaches,
however we fully recommended such integrations as future work, as detailed in Section
5.3.

5.3 | Future Work
Further to the limitations discussed in Section 5.2, we feel that the proposed future work
below would further extend the capabilities of the HyperPT system, consequently al-
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lowing for further research and more thorough observations into the topic of hyperpar-
tisan news detection.

Being the main limitation encountered in conducting this study, we feel that a larger
more diverse dataset would have allowed for more thorough and generalised training
of the classifiers. As initially remarked in Section 4.3.3, the majority of the articles within
the SemEval Hyperpartisan News Articles By-Article dataset collection revolve around
the same theme of American politics. Despite this being expected since politics are often
the subject of sensationalised and opinionated information, we feel that the extra effort
taken in enlarging the existing dataset with the inclusion of different themes would
greatly help in further training the classification algorithms.

As discussed in Section 2.1.2.1, one could look into de-noising and improving the
otherwise poor labelling found within the By-Publisher data collection through article
reclassification and using the insightful capabilities of Explainable A.I. (XAI). In doing
so, the quality and reliability of the dataset could be improved, with the aim of then
extending the smaller By-Article data collection with the new set. Moreover, to avoid
the tendency of associating specific entities and subjects with hyperpartisanship, the
manual introduction of weights to the stylistic features within the news articles would
further encourage the detachment of the classifiers from entities, thereby implying more
generalisation.

Furthermore, the addition and corresponding evaluation of promising feature rep-
resentation and classification techniques would give us further insight into the problem
of hyperpartisan news detection and perhaps suggest improved systems for tackling it.
In particular, we feel that the consideration of the BERT word embedding technology
would be an interesting extension to explore, with the implementation of RNN (LSTM)
and transformer architectures as classifiers furthering the research conducted on Deep
Learning classifiers for the problem at hand.

Finally, we think that the consideration of other external features such as the date
of publication, the publishing entity and the article author may bring out more correla-
tions to hyperpartisanship. Analysis of the article dissemination and the most prolific
consumer audience may introduce patterns and observations on the vulnerability of
different consumer communities and the corresponding spread of hyperpartisan con-
tent. The addition of such external features may aid both systems which like us clas-
sify hyperpartisan news according to the content within, and alternative approaches
attempting to address this issue from different angles, such as the rate of spread and its
prevention.
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5.4 | Final Remarks
With a review of the system limitations in Section 5.2 and an overview of the recom-
mended future work in Section 5.3, we give our final remarks on our classification sys-
tem and the process which gradually but surely led us to developing the project in its
entirety. The HyperPT project was a challenging yet fulfilling task, presenting various
unique challenges during its research and development efforts.

All of the work involved is worth the effort when reflecting on the use such a system
could have in today’s hyper-communicated world, which, perhaps unknowingly, we
find ourselves trying to adapt to on a regular basis. The damaging potential malicious
content such as fake and hyperpartisan news could have on the masses is both large
and easily uncontrollable - with unprecedented consequences. We hope that through
the HyperPT system we pitch in our small contribution to the effort being made against
such risks, with the aim of counteracting it and establishing control over its spread.

Finally, we hope that the work conducted throughout this project inspires the next
generation of researchers and encourages more innovative systems to step up, further-
ing the state-of-the-art in both the area of hyperpartisan news detection, and the domain
of textual NLP in general - one which harnesses great potential and which continues fre-
quently see notable improvements.
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